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SECTION 1

INTRODUCTION

This report presents the results of a project principally aimed at

resolving multivoice data into separate voice signals. A secondary aim

was to resolve noisy multivoice data where one or more voices may be

distorted. Such a situation might result from adjacent Lilio channel I
interference due to transmitter or receiver iionlinearities.

The report is organized mrinly by chronological order. Section 2

describes an attempt to identify to which of two speakers various sounds

belong. The method investigated was identification by adaptive lattice

filter coefficients. It was determined that this is not practical.

Section 3 describes an attempt to reduce the effect of a primary

speaker masking a secondary speaker. The method used was oeech depend-

ent comb filtering. The section starts with a description of complex

correlation, an algorithm used extensively throughout the successful

phases of the project. It concludes with a description of comb filter-

ing and its partial success.

Section 4 returns to adaptive lattice filtering, this time as a

possible means of suppressing a primary voice. Listening tests showed

that it did not separate voices.

Section 5 describes the sorting of multivoice sounds given that

certain special cases are satisfied. Section 6 describes the combining

of the work of Sections 3 and 5. The result is the final voice processing

developed during the effort. Section 6 also describes an automatic way

to estimate speech frequency shift. This is believed to be a new result.

Section 7 gives conclusions, and recommendations for further work.
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Appendix A describes the algorithm used to generate and correctspeech frequency shifts. Finally, Appendix B describes the project
software, and gives listings.
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SECTION 2

STUDY V)F LPC COLF: .'C""Nh

The first stage of tn, prolect was the study of lattice coefficients,

also known as linear predictive coding (LPC) coefficients. Other terms

for them are reflection coefficients and partial correlation (PARCOR)

coefficiencs. '-he object was to determine if the coefficients could be

used to assign various sounds, during mixed speech to their respective

speakers. It was concluded that this is not practical.

2.1. LATTICE FILTERING

The starting point for the first stdge of the project was a paper

by Markel et al [2] entitled, "Long-Tern Feature Averaging for Speaker

Recognition." In this paper, the authors i.eport of an experiment in

identifying speakers by pitch, gain, and reflection coefficients. They

fcund the not surprising result that the longer the coefficients were

averaged, the better they could be used to discriminate between s eakers.

The authors digitized their data at 6.5 kHz, and applied pre-

emphasis, before performing 10 stage lattice tilteriog. A digitizing

rAte of 6400 Hertz was selected for the Present project. Pre-emphasis

was applied by differencing the data (--z -) before lattice filtering.

The number of samples for reflection coef`icient computation (the frame

size) was 128 '20 milliseconds) for >&-lr the first stage of the present

project and the work of ?iarkel et al.

The method used in the present project for' computing reflection

coefficients was Makhoul's method F El], the harmonic mean method,

credited to Burg. Makhoul stated that h3 tended to prefer the use of

the harmonic maean method because it minimizes a reasonable and well-

defined error criterion. Figure 2-1 illustrates the flow of data through

2-1
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a lattice filter used for speech analysis. The summer at the left is

for signal pre-emphasir. f (n) and f (n) are the first and second
1 2

forward residuals at time n. b (n) and b2 (n) are the first and second

backward resi4duals at time n. kI and k2 are the first and second reflec-

tion coefficients. Coeffic'.ent k at stage s is computed ass

2 2
k z -2(E f (n)b (n-l)/(E f (sn) + E b• (r-))s s-I %-l s 1 s-In n n

The sum over n was taken over one frame interval, namely 128 points (20

milliseconds), for this stage of the project. The reflection coefficients

are calculated in order. Once reflection coefficient k has been computed,

f (n) and b (n) are computed for all n in the frame as
s s

f (n) fs l(n) + ksbs(n-l)

and

b (n) k f (in) + b (n-1)
s s s-1 S-1

Then after f and b are computed k may he computed. As Makhoul

S s s+l
showed, computing k as just given minimizes the sum of the squares of

f and b
s s

Figure 2-2 shows a graphic output of a lattice filtering program

applied to some single speaker data. The lines are organized in groups

of three. There are five frames per line, and each line in each frame

is normalized. The first line of each group shows the original waveform

data. The second part of each group is a series of bar graphs, with

each bar graph showing the 10 reflection coefficients for one frame.

The third line of each group shows the forward residual after 10 stages

of lattice filtering. This forward residual resembles an impulse train

during voiced speech.

2-3
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2.2. LATTICE FILTERING RESULTS

Four, male speakers were recorded, each speaking the same set of four

sentences, of five seconds duration each. This gave a total of 16 data

samples. For each speaker and each sentence, a two second average was

taken for each of the ten reflection coefficients. In -,omputing each

average, a weight was given to each frame proportional to the signal

power in the frame. This was to reduce the weighting of reflection coef-

The results were analyzed with the On-Line Pattern Analysis and

Recognition System (OLPARS). It was found that coefficients 3 and 6 were

best for discriminating between speakers. This is similar to the results

of Markel et al, who found that coefficients 2 and 6 gave the best

discrimination. The difference in result may he due to the small data

base of the present effort. Figure 2-3 shows an OLPARS plot in the

plane of reflection coefficients 3 and 6. Letters A through D represent

the four speakers. The four data points for each speaker are connected

by a polygon drawn by hand.

The OLPARS plot shows that in this case speakers A, B, and D can be

distinguished, while speaker C data overlaps the data for both speakers

A and D. This result is not encouraging, because two se~conds of data is

still much more than can be obtained from a single syllable. Markel et

al determined that reflection coefficient scattering is inversely propor-

tional to the cube root of the niumber of voiced samples averaged.

Therefore, decreasing the averaging interval by a factor of 27 (from 2

seconds to 74~ milliseconds) would increase the scatter for each speaker4

by a factor of three. Thijs would cause the data for the four speakers to

overlap substantially.
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An additional problem is that reflection coefficients are sensitive

to noise and to competing speaker signals. It was concluded that sorting

syllables based on reflection coefficients would not be reliable. Addi-

tional work with LPC lattice filtering is discussed in Section 4.

IA
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SECTION 3

SPEECH DEPENDENT COMB FILTERING

3.1. COMPLEX CORRELATION

By complex correlation is meant an operation similar, but noL

identical, te computing an autocorrelation. An autocorrelation may be

computed by taking an FFT, followed by taking the magnitude squared,

followed by taking an inverse FFT. As the term will be used here,

complex correlation starts with taking a tapered window of the data,

namely the Hanning (raised cosine) window. This is followed by taking

an FFT, and then taking the magnitude squared. The result is the power

spectrum. This corresponds so far to the operations in calculating an

autocorrelation. Next, however, for taking a complex correlation, the

negative frequency portion of the transform is zeroed. For the discrete

Fourier transform of N points, this is equivalent to zeroing the values

at N/2, N/2+1, ... , N-1. No information is lost by this operation,

because the power spectrum of a real signal is symmetric about zero

frequency. The discrete power spectrum of a pure-real sampled time

signal is also symmetric about half the sampling frequency. This means

that the discrete power spectrum values at N/2, N/2+1, ... , N-1 are the

mirror images of the values at 0, 1, ... , N/2-1. Thus when half the

pcwer spectrum is zeroed only redundant information is lost.

Next in computing the complex correlation, the square roots of the

remaining points are taken. This operation is done to reduce the ratio

of peaks in the data. For example, a power spectrum with one peak 25

times as high as another will have this ratio reduced to 5 after the

square root is taken. Since the complex correlation will be used to

estimate pitch, it is important that it be influenced by several pitch

harmonics, and not just by a single dominant power spectrum peak.

3-1



Finally, the inverse FFP is taken. The result is a complex func-

tion, because it is the inverse transform of a function with only posi-

tive frequency components. Hence the term complex correlation. One way

of viewing the complex correlation is that each point in it represents a

coefficient in the Fourier series which can reproduce the processed

power spectrum. For S(O), S(l), ... , S(N-!) denoting the processed

power spectrum, we have that the correlation C(0), C(l), ... , C(N-l) is

given by

N-1

C(n) Z S(k) exp(j2ffkn/N)
k=O

for n = 0, 1, ... , N-I.

See [3] page 89. Then S(k) is represented by the Fourier series

with coefficients C(n), that is by

N-i

S(k) E C(n) exp(-j27rkn/N)
n=0

However, S(k) is pure real, so we may rewrite this as

N-I
S(k) = E Re(C(n)) cos(2frkn/N)

n=0

N-i
+ E Im(C(n)) sin(2ffkn/N).

n=O

3.2. COMPLEX CORRELATION APPLIED TC SPEECH DATA

Speech data during voiced speech is characterized by the presence

of multiple harmonics of the pitch. During unvoiced speech, the data

is characterized as filtered broadband noise. However, the unvoiced por-

tions are relatively less important for two reasons. First, unvoiced

speech has considerably less power than does voiced speech. Thus in

3-2
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noisy data, it is to a considerable extent masked by the noise. Second,
listening tests have shown that the human ear is relatively insensitive
to distortion in the reproduction of unvoiced snunds. For these reasons,

the speech processing under the present effort was limited to treating

all data as if it consisted of voiced speech. Listening tests of the

results confirm that the resulting suboptimal processing of unvoiced

sounds is hardly noticeable. Indeed, it seems likely that attempting to

make voiced/unvoiced decisions on noisy multitalker data would introduce

more distortion (due to decision err'ors) than it would eliminate.

Figure 3-1 illustrates the square root of power spectrum versus

time for a single talker. This is for microphon: speech (as opposed to

SSB radio reception) with only ambient room noise in the background.

Each line represents a frequency range of 0 to 3200 Hertz, and time

advances by 40 milliseconds from one line to the next. Many lines show

the comb-like regular succession of peaks characteristic of voiced

speech.

Figure 3-2 illustrates the magnitude of a complex correlation

versus time for a single talker. This is also for microphone speech.

This plot was produced by the program CCORPL, listed in Appendix B.

Each horizontal line represents a time range of 0 to 20 milliseconds.

Time advances by 20 milliseconds fromi one line to the next. The curve

to the left of the horizontal lines shows speech amplitude versus time.

Correlation peaks are visible on most of the horizontal lines, showing

pitch periods of 8 to 10 milliseconds. The speaker's pitch is therefore

in the range of 100 to 125 Hertz. Several portions of time where the

speaker's pitch is not evident also have dips in speech ampli.tude.

Absence of correlatior peaks showing speaker pitch indicates silence, or

non-voiced speech. The complex correlation provides an automated way of

L determining speaker pitch. It may also be used to determine the best

fit of a comb filter to the data. This will be further discussed in the

next subsection.

3-3
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Figure 3-2 Magnitudes of Speech Complex Correlations
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3.3. PRINCIPLES 0F SPEECH DEPENUENT COMB FILTERING

By speech dependent comb filtering is meant applying a filter to

the data with the filter itself dependent on the data. In particular,

the object is to enhance or suppress the voiced speech of one speaker.

As Figure 3-1 illustrates, voiced speech has a comb-like structure in

the frequency domain. To enhance such data, a filter msay be used which

passes the speech peaks and attenuates the valleys. To suppress the

speech, a filter may be used which attenuates the peaks while pa.sing

the valleys. The purpose of suppressing the speech is to let the speech

of a senond speaker come through with comparatively little attenuation

versus the primary speaker.

From Section 3.1, we have that for S(k) the one-sided square root

of the power spectrum and C(n) t-' ormplex correlation

=LN-1

C(n) N S(k) exp(j:?Trkn/N)
k=0

We wish to find the pitch period T and frequency displacement d

such that the comb function F(k) best fits S(k) where

F(k) - 0.5 + 0.5 cos(2rTk + d)

That is, we wish to find the T and d which maximize the dot product of

F(k) and S(k):

N-1
F S Z 0.5[J + Re(exp(j2irTk)exp(jd))]S(k)

k=O

0.5NC(0) + 0.5NRe(C(T) exp(jd))

3-6
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The maximizir.g T may not be an integer. We will deal with this problem

shortly. Given 'I and a complex C(T), then the maximizing d is any value

which makes C(T) exp(jd) pure real. It follows that

max F.S 0.5N(C(O) t +C(T)J).
d

Therefore the T which gives the best comb fit to the data is the T which

gives the maximum value of the magnitude of the complex correlation. Of

course, we must rule out very small values of T, because the complex cor-

relation C(n) has its overall maximum value at n=O. We are interested

only in the maximum value over the range of possible pitch periods.

The d which gives the best fit is such that exp(jd) C(T)'/IC(T)J,

where denotes the comp'ex conjugate. That is,

cos d = Re C(T)/IC(T)l and

sin d =- C(T)m1CMTI

It follows that

d arctan(-Im C(T)/Re C(T)).

Care must be taken in evaluating the arctan to put d into the proper

quadrant. In Fortran, this may be done by using the ATAN2 function.

Now we consider the choice of a non-integer T. The first method

used to select the best T was to first find the maximizing integer Ti,

and then take the centroid (center of gravity) of the three points C(T.

- 1), C(Ti) and C(T. t 1). This gave the centroid value T as
c

(T. - 1)C(Ti - 1) + T.C(T.) + (Ti + I)C(T. + 1)
1 1 1 1

c C(Ti - 1) + C(T.) + C(T." + 1)1 1

3-7
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Then

C(T. + 1) - C(T. - 1)
T - 1. 1

1 1 1
-T - C(T. - 1) + C(T.) + C7-77-71)

The method used to find the best d given a non-integer T was

quadratic interpolation. Three points determine a quadratic curve, and

the three points used were the bezt integer T (denoted T.), along with

T. - 1 and T. + 1. The real and imaginary parts of C(T) were interpo-.1 1 .

fated separately.

For G(k) a function of integer valued k, we may fit to it the
)3

quadratic function F(x) = G(O) - C x + C 2 x where

C1  0.5(G(1) - G(-l))

C2 = 0.5(G(-l) + G(!)) - G(0)

The reader may verify that (>x) G(x) for x -1, 0, 1.. Then for

J T. the best integer T, and T the best (possibly non-integer) T, the
1 b

real part of C(Tb) was taken to be
b

Re C(Tb) = C(T.) + (T - T (FR + (T - T )R2)
b 1 b i 1 b i 2

where

R = 0.5 Re(C(T. + 1) - C(T. - 1))11 1

R, Re[0.5(C(T. - 1) + C(T. + 1)) - C(T.)]S1 1. 1

The imaginary part of C(Tb) was computed similarly. These methods of

interpolation were used through the time that the first few automatic

mistuning estimates were made (see Section 6.2). It was found then that

the mistlining estimates were consistently about -5 Hertz for microphone

speech, which had never been mistuned. A revision was made to the

3-8



method of computing the optimal pitch period Tý The revised idea was to
2

choose the T which maximized the quadratic interpolation of It(n)1
22

fitted to the three points IC(Ti - 1)1 ,C(Ti) 
2, and JC(Ti + W

This T may be determined as follows. For F(x) G(O) + ClX + Cx we

have

F'(x) C + 2C x
1 2

F"(W) 2C2

so F(x) has its maximum at x -tl/2C2 , provided that C is negative.

For the quadratic interpolation of IC(n)1 2 we have

x=T -T.
0 1

2 2
C1 0.5( C(Ti + 1)1 - IC(T. - i)l2)

S• = - !) 2 C( i)2) _C(i 2

C2  0.5( IC(T. i)J + iC(T + 1)i 2 2

Therefore we choose

T LT. -C/2C

1 2

provided that lC(T) 2 -> .5(IC(T 1)1 + IC(T + )). This last

condition is true any time it is true that IC(Ti)1' is greater than both

2 a2
IC(Ti - i)1 and IC(T. + ) Using the quadratic interpolation value

L 1

for T was found to correct the mistuning estimates.
0

3.4. VARYING COMB TOOTH THICKNESS

At one point in the project, it was thought that varying the thick-

ness of the comb teeth would aid in speech enhancement or suppression.

The reasoning for this was that when speech was suppressed, typically

3-9



the resulting signal still had its spectral peaks where the original

signal had them. This was believed to be due to frequency quantizing

preventing the voice suppression filter (referred to as a rake filter)

fron ever being exactly zero. Figure 3-3 illustrates the phenomenon.

Possibly widening the valleys of the rake filter would suppress the

voiced speech even more effectively, and as a result, let some secondary

speech come throu.gh better. Similarly, if a secondary speech peak

coincided with a rake filter Deak, then possibly widening the rake

filter peak (its "tooth") would allow the secondary speech signal to

come through better.

The method used to make peaks and valleys wider or narrower was to

warp the frequency axis when applying the comb. That is, instead of the

comb

F(k) 0.5 + 0.5 cos(2nTk + d)

the frequency warped comb F(z(k)) was used:

F(z(k)) = 0.5 - 0.5 cos(21TTz(k) + d).

Warped frequency z(k) was determined as follows: For each frequency

point k, the points x0 and x1 are such that x is the location of the

comb peek or valley nearest to but preceding k. xI is the peak or

valley nearest to but following k. Then if x0 is a peak location, x1 is

a valley location, and vice versa. Then for S(n) the square root of the

power spectrum, z(k), is computed to be

z(k) k + K(S(x 0 ) -S(x))(k -x 0)(k -x 1 )

where K is such that

3-10



Ideal Raised Sinusoid Filter Spectrum

Frequency Quantized Filter Spectrum

Figure 3-3 Effect of Quantizing on Filter Spectrum
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1/1( (S(x 0 ) + S(x ))(x - Y
1 1 *0

For non-integer x0 and x linear interpolation is used to compute S(x )

and S(xI) respectively. Then z(k) = k for k = x or xI.

Also
0+ x] xo + X1  (S(x 1 ) - S(X ))(x 1 - x0)+)~4 0 ± 1  an1ol 0f ~ 1, .~0Z( 2 4(s(x0 ) + S(x 1 ))

x0 + x) xo + X

So Z( > if and only if S(x > S(x

Thus if a power spectrum peak matches either a comb peak or valley, then

that comb peak or valley is widened to include more of the power spectrum

peak. The coefficient K in the warping formula is the maximum value

consistent with not warping points in the interval x0 to x so much that

they are moved outside the interval. This is equivalent to the condition

that z'(x 0 )> 0, and z'(x) > 0. We have

z'(k) = 1 + K(S(x - S(xl))(k -x + k - x
0 1

S(xO) - S(x
Now -i< 0 1-- S(Xo) + S(xl) -

0 1

so

z(x0) i + (X X 0
0 X. x 0 1

-L 0

and

z'(x- -) >(x - X0 ) 0.
___x 1  1 0

3.5. COMB VOICE PROCESSOR AND RESULTS

Figure 3-4 gives a block diagram of the data flow within the comb

voice processor. The input data is digitized at 6400 Hertz. It is

divided into 512 point (80 millisecond) intervals, with each interval
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advanced 256 points from the previous one. That is, the intervals have

50 percent overlap. Each window is given the Hanning (raised cosine)

weighting, and a fast Fourier transform (FFT) is taken. This transform

is saved for further use. The square root of the power spectrum is

computed from the F'FP with negative frequency portions zeroed. Next an

inverse FFT is taken of the root power spectrum. This is the complex

correlation of the signal, as described in Section 3.1. Next the magni-

tude peak is found for the complex correlation, and the phase at the )

peak is computed. The search is performed over points 25 to 80 of the

complex correlation, corresponding to speaker pitches of 81 to 267

Hertz. The location of the correlation peak and the phase at the peak

allow determination of the best comb filter f.t to the data, as described

in Section 3.3.

At this point, frequency warping may be applied. A comparison is

made of the linear magnitude power spectrum versus the locations of "the

comb filter peaks and valleys. The frequency axis is warped accordingly,

as described in Section 3.4. The same frequency warping is used both

for speech enhancement and suppression. This is because The enhancement

comb peaks line up with the suppression comb valleys, and the frequency

warping does not distinguish between peaks and valieys.

The FFT of the original signal is multiplied by the best fit raised

sinusoid (possibly with frequency warping) and the inverse FIFT is takan

to give the primary output. MultiplicitiOn in the frequency domain is

equivalent to convolution in the time domain, so the effect is a linear

filtering of the signal. A secondary output is produced by multiplying

the signal FFT by a raised sinusoid (possibly with frequency warping)

with the same spacing between the teeth as for the prim..ary output.
However, for the secondary output, the comb is positioned so that overall

its teeth line up against valleys in the signal.
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The comb voice processor by itself was a partial success, as

Figures 3-5 through 3-9 illustrate. Each of these figures shows the

evolution of a 0 to 3200 Hertz s'pectrum versus time. Each line is

Jerived from a 40 millisecond (256 point) Hanning, or raised cosine,

time window. There is a 10 millisecond advance between lines. FiguresI3-5 and 3-6 show spectra for speakers A and B, respectively. Figure 3-7
shows spectra for the speech of speaker A mixed at 6 dB above (at four

times the power of) the speech of speaker B. The B speech _Thows up

mainly as a perturbation to the A speech. Figure 3-8 shows spectra for

the mixed speech subjected to the suppression algorithm without frequency

warping. Figure 3-9 is fir suppression with frequency warping. The

r~esult of suppression without frequency warping shows considerably more

evidt-:ce of speaker B than does the original mixed sp'eech. Comb filtering

is there ore at least a partial success. The result of suppression with

frequency warping is inferior to the result of suppression without

frequency warping. For this reason, frequency warping wa.~ not used in

the later stages of the project. Incidentally, the voice processing

whose results are shown here used the quadratic interpolation method of

calculating speaker pitch.

Also tried was saturating (clipping) the raised sinusoid frequency

response so that it is zero at 25% of the frequencies, one at 25% of the

frequencies, and transiting between zero and one for 50% of the frequen-

cies. There seemed to be a slight but not significant degradation

versus the raised sinusoid comb. The saturated comb was not used in the

later stages of the project.

The initial hope for the comb voice processor was that it would be

enc-ugh by itself to make intelligible a secondary voice, which prior to

processing had been masked by a primary voice. This turned out not to

be the case. The probable cause of the failure is that there are signi-

II ficant amounts of time, perhaps 20 to 30 percent, when the primary

I speaker is not producing sound, but the secondary speaker is. During
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Figure 3-6 Speaker B Spectra
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Figure 3--7 Mixed Speech Spectra
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Figure 3-8 Spectra of Mixed Speech After Suppression
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Figure 3-9 Spectra After Suppression with Frequency Warping
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these times a pure suppression filter will lock on to the secondary

voice and suppress it. What is needed is a way for the signal pro-

cessing algorithm to distinguish intervals when one voice is dominant,

versus intervals when the other voice is dominant. Two methods for

doing chis for special cases are discussed in Sections 5 and 6.

3-21



SECTION 4

LPC ANALYSTS AND RLCOUSTtUQI'!J

Section 2 discussed LPC littice f.itering with the object of assign-

ing syllables in mixed speech data to their respective spcakers. Here we

discuss the use of lattice filter-ing as a stage of speech pE-ocessing.

In this portion of the project, lattice filtering was followed by

thresholding the forward residual, followed by waveform reconstruction.

The hope was that the thresholding would pass a dominant voice while

rejecting a secondary voice. The reconstructed signal might then be

subtracted from the original data, leaving the secondary voice. It

turned out that the procedure did not separate the voices.

4.1. SPEECH RECONSTRUCTION BY LATTICE, FITERINC

Figure 2-1 illustrates the initial stages of a lattice analysis

filter. As described in Section 2.1, the forward residual f is related

to the backward residual b by

f (n) f (n) + k b (n-I)
S s-1 s S-i

and

b (n) k (n) * 1 (n-l).ss s-i S-1-

We may solve these equations for fl(n) and b.n), giving

f (n) : - -

and

bs(n) = ksf (n) + ('-kx) bs-l(n-1).

Figure 4-1 illustrates how these equations may be implemented. The

processing of Figure t4-1 is the inverse of the processing of= Figure 2-1.
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The summer circuit on the left in 4-1 is the reciprocal of the differencing

circuit on the left in Figure 2-1. The speech synthesis circuit of

Figure 4-1 requires only the forward residual from the analysis filter

of Figure 2-1.

In the analysis filter, the s-th residuals f (n) and b (n) are com-
s S

puted for fixed s and for all times n before the computation of f (n)

and bs (n). By contrast, in the synthesis filter, f (n) and b (n) are

computed for fi,:ed time n and all stages s before the computation of

f (n+l) and b (n+l). The synthesis filter memories are assumed to be
s s

filled with zeroes initially.

4.2. LPC VOICE PROCESSOR AND RESULTS

The voice analysis and reconstruction described in Section 4.1 was

programmed. Twenty stages of lattice filtering were used. The theory

was that ten stages are suitable for a one voice signal, and a two voice

signal may be "cwice as complex as a on• voice signal. Data segments of

148 points (23.1 milliseconds) were used, with 20 point (3.1 millisecond)

o%-erlaps between segments, to allow for lattice filter startup effects.

The analysis filtering of each segment resulted in a 20 point startup

ard a 128 point forward residual.

The root mean square (rns) value of the forward residual was calcin-

lated. Then the magnitude of each point in the residual was compared to

a threshold consisting of the rms value times a constant. Primary and

secondary residuals were then computed. The primary residual contained

all re-.idual values whose magnitudes exceeded the threshold, and was

filled with zeroes elsewhere. The secondary residual contained all

residual values whose magnitudes fell below thr threshold, and was

filled with zeroes elsewhere.

.¢X '•"" ...



Figure 4-2 shows a result from the processing of a two-voice signal

with this algorithm. In this case, the threshold for the magnitude of

the residual was set at one times the rms value. The lines of the page

are organized into groups of four. There are five frames per line, and

each line in each frame is normalized. The first line of each group shows

the original waveform data. The second line of each group shows the

forward residual after 20 stages of lattice filtering. The third line

shows the primary residual after thresholding. The fourth and last line

of each group shows the primary ot.tput, that is, the output synthesized

from the primary residual.

A program was written which produced primary and secondary output

files. This program was named VCRFSP and is listed in Appendix B. The

program was applied to mixed speaker data. Listening tests oii the results

showed that the primary output generally contained both voices. The

secondary output contained bot)i voices, but sounded as if both talkers were

whispering. There is a logicE:l explanation for this phenomenon.

A person speaking voiced speech produces an impulse train at his

vocal cords, and this impulse train acoustically excites his vocal tract.

By contrast, a whisperer does not produce impulses at his vocal cords.

Instead he excites his vocal tract with the white noise generated by the

rush of air through his throat. Of course, a voicing person also excites

his vocal tract with white noise, but the effect is masked by the higher

amplitude excitation of the impulse train. Lattice filtering in effect

undoes the acoustic filtering of the vocal tract, resulting in a forward

residual representing the excitation of the vocal tract. Then removing

the impulses from this excitation will remove the voiced portion of the

signal, Reconstruction will then result in making audible the whispering

portion of a voicing speaker's sound. Unfortunately, this does not help

separate voices.
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A possible further course of research along LPC lines remains. It

is to try to sort out mixed impulse trains in the forward residual,

assigning one series of impulses 'to one speaker, and another series to

another speake-. This line of research was not pursued for three

reasons. First, sorting impulses would be difficult because the impulses

are not always clearly distinct from the low level noise. Second, even

if the impulses could be isolated, and impulse trains separated, there

would be the problem of identifying which speaker produced which impulse
train. Third, the reflection coefficients are affected by both vocal

tracts. Even if the impulse trains could be properly assigned, there

would be the problem of resolving the lattice filter coefficients in

some way, so as to reconstruct each speaker's speech separately, without

influence from the shape of the competing speaxer's vocal tract. Because

of these difficulties, further LPC research was not pursued during the

project.
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SECTION 5

SYLLABLE SORTI'ij

The idea of syllabli sorting is to assign each section of mixed

voice data to ono or the other of two output channels, depending on

which speaker's voice is dominant in the data section. No attempt is

made to split a sound into parts. Listening tests showed that the

method can separate mixed voices fairly well if a good sorting criterion j
is available. Such criteria were develop-ed for two special cases. The

resulting speech processing is discussed in sections 5.1 and 5.2.

5.1. SORT BY PITCH ALGORITHM

One obvious special case which allows assignIng sounds to speakers

is one where the speakers have distinct pitch ranges. This might typi-

cally be found in mixed speech from a male and a female speaker. For

each section of data, the predominant pitch may be determined by complex

correlation with a search for the peak, as described in sections 3.1 and

3.2. One advantage of using the complex correlation is that it is

robust against frequency shift of the signal, .-sch as could result from

single sideband (SSB) mistuning.

Sorting by pitch was implemented using overlapping Hanning (raised

cosine) time windows applied to the data. The samplIng rate was 6400

Hertz and the window overlap was 50 percent. Window lengths of 256 and

512 points (40 and 80 millisecuids) were tried. Each window ,fas assigned

to one of two output channels, depending on the window's dominant pitch.

The output channel which was rejected received a section of white noise,

at about 6 dB below the mixed speech -ignal. This white noise was

[
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inserted to prevent gaps in the output channels. It is difficult for a

human to interpret speech interrupted by silences.

The algorithm separated speech well, :-:cvided that the speakers had

distinct pitch ranges. Use of the 80 millisecond windows was found to be

superior, because occasionally the algorithm would switch back and forth

rapidly between the output channels. The algorithm ,iith the 40 millisecond

windows would then produce a rapid (50 Hertz) fluttfering effect, which was
annoying and distracting.

To determine how well the windows were being sorted, an ideal syllable

sorter was programmed. This ideal sorter was given two separate voice

files, which it then merged at a specified power ratio. -hat is, th

progam was told how many dB the first voice should be above the second in

the mixee file. The program then computed the mixed voice signal and com-

pared it versus the two separate voice files. For each window of data,

the program computed the gain which would minimize the mean square error

(mse) between the separate voice file and the mixed voice file. The

program then computed mse's and assigned the data accordingly.

ihe optimal gain to minimize mean square error may be computed as

follows. For two real functions f and g define the inner product of f

and g as

N
<f,g> Z f(n) g(n) 0.5(1 - cos(2nn/N))

n=l

Define the norm 11fj /-f>

It may be verified that these are a true inner product and norm. Then

given a solo voice signal f and a mixec voice signal g, we wish to find

the gain constant a which minimizes the mqe, given by
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-s la - p --a1 v af- <.

m 2 f taf - ,112  , '.-, af--> :: •"[I t' g•,> ± I gH2.

Here we make use of the property that <f,g> <o,f>.

Then
d(mse) z 2a I11 12 -- 2-f >

da
and aa2(mse) 

- 211f112

da2

The second derivative is non-negati'.,e, so the mse has its minimum whe're

its first derivative equals zero. Let a be the a which minimizes the

mse. Then

a, <f,g>/i if I I

and the minimum mse is

min(mse) gI 2 - <fF>/I 2
a

The power, of the modified solo voice s:i.grial a f is a 2 2fl2 so t,•,0 0 sot
best-Ifit signal to noise ratio (SNR) is

SNR <fg L 2

Ig 112 <f,g :2/ if-, 12j

So

2

SNR = 2--

2 2
provided HI I 11gl > 0.

The ideal syllable sorter was given a tolerance in dB. It sorted

each mixed voice window into the output channel representing the speaker

with the higher, SNR for, the window. It assigned the mixed voice signal
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also to the alternate output channel if both SNR's were within the toler-

ance of each other. If the SNR's differed by more than the tolerance, then

the alternate output channel was given white noise.

ror voices mixed at 0 dB relative levels, it was found that ideal

sorting with 10 dB tolerance allowed nearly complete reconstruction of

each voice, with only a small amount of the alternate voice coming through

on each channel. Thus syllable sorting alone is able to recover all of a

person's speech that is no more than 10 dB below a competing talker's

speech. This implies that to improve on syllable sorting, a program must

pull out speech sounds that are more than k0 dB below the competing

sounds from another speaker.

5.2. SORT BY MISTUNING ALGORITHM

A second special case which allows assigning sounds to speakers can

occur when the voice signals are transmitted by single sideband (SSB)

radio. For SSB reception, it may happ-n that one voice is received with

an amount of mistuning differing from that of the other. The use of

complex correlation then gives evidence related to voice frequency shift,

and hence to voice mistuning. If two voices are being received with

suitably different mistunings, and if the amounts of the two mistunings

are known, then the voices can be sorted. Section 6.2 describes a program

developed during the present project which automatically estimates pitch

and mistuning for single voice speech. The program also produces histo-

grams in graphic form that can help characterize noisy and mixed voice

signals.

As shown in Section 3.3, the complex correlation of voiced speech

data may be used to determine what raised sinusoid comb best fits the

speech power spectrum. For C(n) the complex correlation, and T the value
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of n (within the range of possible pitch periods) that maximizes C(n),

then the best comb F i3

F(k) : 0.5 + 0.5 cos(2nTk * d)

where

d = arctan(-Im C(T)/Re C(T)) .

F'or properly tuned speech, d should be zero. This is because the peaks

in the spectrum are all harmonics of the pitch. The comb which best fits

the spectrum will therefore have a maximum (a tooth) at zero frequency.

Deviation of the lowest frequency tooth from zero frequency indicates

speech mistuning.

A pitch period of T sample intervals is a pitch period of T/F seconds,s

where F is the sampling frequency in Hertz. The pitch is therefore F /T
s s

Hertz. Speech mistuned by H Hertz is therefore mistuned by H/pitch
HT/F times the pitch. This is 21THT/F radians in the cosine term of

S s
F(k). The comb itself is displaced by -d radians. Therefore the phase

angle between a comb fitted to a mistuning of H Hertz und the actual comb

is (d + 2rHT/F s) modulo 27r. When this phase angle is small (or close to

a multiple of 2n), the observed data is consistent with the hypothesis

that a frequency displacement of H Hertz has taken place. This is the

basis of the sort by mistuning algorithm.

The sort by mistuning program is given two mistunings to check for.

It then goes through the data, ard for each time wi.1dow determines the

bes- comb filter fit, It ch-,cJKs the ,chase of each comb to see which

mistuning better predicts *the phase angle of the comb. For ,.ach of the

two mistunings there is an output channel. Lach data interval is sent to

the output channel whose mirAtuning better predicts the comb phase. If

neither mistuning predicts the comb phase well, then the data .s sent to

both output channels. If an output clia-inel does not receive data, then
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the gap is filled with white noise. The sort by mistuning had the usual

parameters, namely 6400 Hertz sampling rate, 512 point (80 milliseconds)

raised cosine time windows, and time window overlap of 50 percent.

As the preceding discussion implies, mistunings can best be used to

separate data if they predict distinctly different comb phase angles, most

of the time. This is most likely if both speakers speak with about the

same pitch, and the diffcrence in mistunings is about half of the common

pitch. Listening tests confirmed that under this condition the sort by

mistuning algorithm separates voices well.

The data sorting algorithms separated voices well under their

enabling conditions, but there was clearly room for improvement. The

white noise introduced was distracting, and occasional absei ces of data

were noticeable. The idea suggested itself to apply the comb filtering

described in Section 3. The data sorting criterion would then be used to

switch between comb (enhancement) and rake (suppression) filtering,

instead of switching between data and noise. Section 6 discusses both

this algorithm and a program to automatically estimate mistuning.
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SECTION 6

SYLLABLE COMBING AND MISTUNING ESTIMATION

The programs described in Sections 3 and 5 were combined. The result

was the best voice processing developed during the project. This voice

processing was used to make the project demonstration tape. The voice

processing was aided by an automated method to estimate pitch and SSB

mistuning.

6.1. SYLLABLE COMBING VOICE PROCESSOR AND RESULTS

Two syllable-combing programs were written. Each operates on data

sampled at 6400 Hz. Each uses 512 point (80 millisecond) raised cosine

(Hanning) windows overlapped 50 percent. Each produces only one output

channel. Each combs (enhances) or rakes (suppresses) each data window

depending on a selection criterion. These programs are named FRCOMB and

MTCOMB, and are listed in Appendix B. FRCOMB selects by pitch frequer.cy.

The operator tells the program the pitch range to check for. Windows

with pitches in this range are combed. All other windows are raked.

MTCOM8 selects by mistuning. The operator tells the program what fre-

quency shift to check for. The operator also tells the program what

percent of combing to use. This percent combing indicates what complex

correlation phase angles are to trigger data combing. For example, for

50 percent combing the program would check each window for a comb phase

angle within 50 percent of n radians (the maximum possible angular dis-

tance) of the predicted phase angle. If the phase angle is smaller LI'an

the limit, then the window is combed. Otherwise the window is raked.

The program which merges two voice data channels is called WTMERG and

is listed in Appendix B. A second voice merging program was written which

adds white Gaussian noise at a specified gain level. This program is

6-1
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called WTNMRG, and is also listed in Appendix B. Listening tests

showed that the voice combing algorithms are robust against white

Gaussian noise.

The syllable combing programs separated voices well when their

selection criteria were valid. Each raked (suppressed) voice was still

slightly audible, but sounded faint and whispery. Occasionally the pro-

gram would suppress portions of the voice which should have been enhanced,

but the traces that remained helped the ear fill in the gap and maintain

continuity.

When trying to enhance received single sideband data it helps to

know the mistuning. Similarly, when trying to sort by pitch it helps to

know speaker pitch. A program to determine pitch and mistuning is

discussed in the next subsection.

6.2. AUTOMATIC SSB MISTUNING ESTIMATOR

As described in Section 5.2, a given best-fit comb phase is con-

sistent with many possible mistunings. For F a possible mistuning
m

frequency and F the pitch frequency, then F + F is also a possible
0 m- p

mistuning frequency. Thus given one data window there are multiple

solutions to the mistuning estimation problem. However, speaker pitch

will generally vary over time. For a changed pitch, the new multiple

solutions will tend not to line lip with the old multiple solutions,

except at the true mistuning. This can be used to estimate mistuning.

Program PMCES is a pitch and mistuning estimator, and is listed in

Appendix B. The program operates with the usual parameters, namely a

6400 Hertz sampling rate, and 512 point (80 millisecond) raised cosine

(Hanning) data windows. The windows are overlapped by 50 percent. A

program was also tried with 256 point (40 millisecond) windows. No

major difference in program results was observed.
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The program compiled a two dimensional histogram, representing

estimated mistuning versus estimated pitch. There were 18 pitch bins,

representing 80 to 90 Hertz, 90 to 100 Hertz, etc., through 250 to 260

Hertz. There were 161 mistuning bins, representing -402.5 to -397.3,

-397.5 to -392.5, etc., through 397.5 to 402.5 Hertz. This gave an 18 x

161 = 2898 bin histogram. For each time window, the program computed the

complex correlation. It then found the correlation magnitude peak in the

range of 80 to 256 Hertz. From the peak, the program estimated speaker

pitch, and also estimated the multiple solutions to the mistuning estima-

tion problem. Then the program incremented the corresponding bins in the

pitch-mistuning histogram.

The histogram increment used was the magnitude squared of the complex

correlation peak. Using this increment gave relatively less weight to

windows whose spectra did not have the comb-like structure typical of

voiced speech. This increment also is related to the power in a window,

because the complex correlation is proportional to speech amplitude. A

program was also written which incremented the histogram by window power.

Incrementing by the correlation peak was found to give a cleaner plot

when applied to very noisy data.

In addition to incrementing the histogram, the program also calculates

the weighted average of the estimated pitch and the weighted average of

the square of tLe estimated pitch. The weighting used is the same as the

histogram increment. When all the data is processed, the program computes

rl and prints the mean and standard deviation of estimated speaker pitch.

It also estimates mistuning by finding the peak of a one-dimensional mis-

tuning histogram. Finally, it plots the pitch-mistuning histogram.

Figures 6-1 and 6-2 show some plots that this program produced.

Figure 6-1 results from processing 37 seconds of microphone speech of a

male speaker. Mistuning is plotted horizontally and pitch is plotted
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vertically. The pitch is seen to vary mainly between 100 to 150 Hertz.

On each line, multiple solutions for the mistuning are visible. However,

the only mistuning indication common to all lines is at the vertical

axis, which represents zero Hertz mistuning. It is typical of these

pitch-mistuning plots that the peaks form slanting lines for false mis-

tuning solutions and a vertical line for the true solution. Sometimes

this property can be used to determine the true mistuning by eye, for very

noisy data that fools the automatic mistuning calculation.

Figure 6-2 results from reception of amateur single sideband (SSB)

under moderately noisy conditions. It is for ten seconds of data during

which the speaker said "... uniform, W2PAU, five nine zero five, five

nine zero five." This plot '.s not as clean as Figure 6-1, but the speaker's

pitch and mistuning are clearly visible. The speaker's pitch was 110 to

190 Hertz. The frequency shift of the received signal was 145 Hertz,

indicated by the vertical line of peaks.

These results show that sorting by pitch or mistuning does not have

to be based on guesswork. An automated method is available for estimating

pitch and mistuning.
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SECTION 7

CONCLUSIONS AND RECOMMENDATIONS

As Sections 2 through 6 have shown, the main positive results of the

present effort were based on the use of complex correlation. Adaptive

lattice filtering did not lead to useful results. The complex correlation

allowed automatic adaptive design of comb filters to enhance and suppress

data. The complex correlation also gave estimates of speaker pitch, and

could be used to estimate speaker frequency shift. It also turned cut to

be robust against noise and distortion.

The voice separation algorithms developed during the project apply to

special cases. The main obstacle to treating the general case was the

lack of a general method to identify to which speaker the various sounds

in mixed speech belong. Identifying by adaptive lattice filtering coeffi-

cients (Section 2) was found to be impractical. Identifying by power

level (Sections 3 and 4) was also found to be unsatisfactory. \oice

separation was achieved for the special cases of distinct speaker pitches

and distinct frequency shifts (Sections 5 and 6).

A program for automatically estimating speech frequency shift was

developed in this project. This may be a new result. In itself, it may

aid in improving intelligibility, or at least it may be used to improve

single sideband reception quality. The estimator can be used to estimate

the mistuning of baseband signals, and thereby direct their retuning.

Whether or not the techniques developed will aid in any particular

radio reception problem may depend on the details and specifics of the

problem. There are thus two ways to go in the futura. One way is to

take the algorithms to the problems. By this is meant developing software

(and possibly host hardware) which is convenient for data analysts to use
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and apply to their particular problems. The algorithm developed to

separate speech can be programmed to run in real time, if a dedicated

ITor array processor is used.

r A second way to proceed in the future is to bring the problems to
the algorithms. By this is meant supplying some target data for

processing with the existing software, perhaps with modifications to better

fit the data. Each approach has its own advantages. Experienced data

analysts are more likely to appreciate the results of signal processing.

On the other hand, the second approach is much less costly, and would

allow signal processing by personnel familiar with the algorithms developed.
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APPENDIX A

SSB MISTUNING SIMULATOR

A program was written to perform digitally the frequency shifting

needed to simulate single sideband (SSB) mistuning. The program was also

useful for correcting the mistunings of actual SSB radio data. The pro-

g6ram is named WMTSSB, and is listed In Appendix B.

The heart of the program is a 90 degree phase shifter, aiso known as

a Hilbert transformer. This is a finite impulse response (FIR) digital

filter. It was designed using an FIR filter design program (using the Remez

exchange algorithm) which was taken from Rabiner and Gcld [4]. A real

waveform is always made up of positive and negative frequency components.

However, an imaginary part can be attached to a pure real waveform, in

order to make the waveform have only positive frequency components. This

process simulates in baseband the sideband suppression filtering normally

done at IF in an SSB transmitter.

Lower sideband suppression may be done by applying a linear filter

with frequency response G(eJw) 0.5 + 0.5jH(ejw) where

j , 7 < w < 27

Here we are working with a sampled-time system, so H(ejw) is the z

transform of the impulse response h(n) with z e Then as Rabiner and

Gold show [L,, p. 71]

2
2 sin (Trn/2) n 0

h(n)

0 n O
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This is the ideal digital Hilbert transform filter. Rabiner and

Gold include in their book (pp. 194 to 204) a program that can design

finite impulse response (FIR) approximations to the ideal Hilbert trans-

former. This filter desin program was implemented by PAR on a previous

project.

The filter design program was used to design an equiripple approxi-

mation to H(ejW), for the passband of frequencies from 0.03 F to 0.47S~S

F., where F is the sampling frequency (6400 Hertz for the present

project). This is a passband of 192 to 3008 Hz. A 31 tap filter was

designed which turned out to be within + 0.21 dB of the ideal within the

passband. All the even numbered caps were zero. The odd numbered taps

are given in Table A-1. The taps of the table are related to the ideal

h(n) by g(n+16) approximates -h(n).

Table A-1 Hilbert Transformer Tap Weights

Tap Weight Tap

g(l) : 0.02050 -g(31)

g(3) - 0.02134 -g(29)

g(5) - 0.03265 z -g(27)

g(7) 0.04876 -g(25)

g(9) - 0.07296 -g(23)

g(ll) - 0.11398 -g(21)

g(13) - 0.20402 = -g(19)

g(15) = 0.63385 = -g(17)

The frequency shifting program used the Hilbert transformer to zero

the negative frequency components of the signal. Next it doubled the

sampling rate for the (now complex) signal. This was done so that

A-2
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frequency shifting would not result in aliasing. For example, a sinusoid

at 3 kHz shifted up 400 Hertz to 3,4 kHz would appear not to be shifted

at all, if the sampling rate were only 6.4 kHz. This is the well known

"aliasing" effect for sampled-time signals. The sampling rate was doubled

by first inserting a zero between each pair of consecutive samples. Then

the signal was passed througih a six pole Butterworth lowpass f.lter,

which smoothed the data. The filter cutoff was 0.2 of "-he new (doubled)

sampling rate. This is 2560 Hertz. Next the signal was multiplied by a

complex exponential, producing a frequenrcy shifted signal. Only the real

part of the result was saved. Next th, ,;ignal was lowpassed with the same

Butterwcrth filter used previously. This prevented aliasing. Finally,

the sampling rate was halved, that is, returned to its original value.

To summarize, the steps in the frequency shifter were

i. Attach j times the Hilbert transform to the signal.

2. Double the sampling rate by interpolating zeroes.

3. Smooth the data by lowpass filtering.

4. Multiply by a complex exponential to shift frequency.

5. Discard imaginary dart.

6. Lowpass again ro prevent aliasing.

7. Discard alternate samples.

The Hilbert transformer was implemented so that tap 16 represented

time zero of the impulse rasponse. This made it a "non-realizable" filter,

which predicts the future. This was done to avoid i-troducing delay in

th-e qiTI,• WhVT *T wi s ;gUnPl wit+ týhf 17,aginavry signal tnat was attached

to it.

Figure A-1 shows in graphic form the result of frequency shifting by

+200 Hertz. Lines in the figure are organized in groups of three. Each

line consists of four frames, with each frame of each line normalized.
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Each frame has 256 noints (40 milliseconds) of data. The first line of

each group shows tche original data. The second line of each group shows

the imaginary part attached to the data. Note that this is in phase

q.adrture with the original data. That is, the second line of each

group hias a zero 'crossing where the first line has a peak, and vice versa.

The third line shows the result of shifting the data up 200 Hertz. Plots

such as thi3 slelped verify the correct operation of the program.

A
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APPENDIX B

COMPUTER SOFTWARE

The software to be presented was developed to run on a Digital

Equipment Corporation PDP-11/45 computer with a Tektronix 4014-1 alpha-

numerics/graphics terminal and a Tektronix 4631 hard copy unit. The

software runs under the RSX-11M operating system, version 3.1. All the

software developed during the project was compiled under Fortran IV

Plus. The software is believed to be compatible with Fortran IV, but

this has not been checked. Several subroutines were used for input and

output that were not developed during the project, and are not listed.

These are READF, WRITEF, PLOTS, PLOT, and LINE.

READF and WRITEF are fast programs to read and write data to and

from disk. Their calling formats are

CALL WRITEF(LUN, BLKNO, BUF, SIZE, IOSB)

CALL READF (LUN, BLKNO, BUF, SIZE, IOSB)

where LUN is the logical unit number (integer *2)

BLKNO is the virtual block number (integer *4)

BUF is the data buffer (vector cf integer *2)

SIZE is the data Dlock size in bytes (integer *2)

IOSB is the I/0 status block (2 element integer *2 vector)

PLOTS is called with no arguments. It erases the Tektronix 4014

screen, puts it in graphics mode, and sets the plotting origin at the

lower left corner. PLOT is used in the project software to move the

plotting origin. The calling format is

CALL PLOT (X, Y, -3)

B-1
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where X is the horizontal shift of the origin (type real)

Y is the vertical shift of the origin (type rtai)

LINE is used to plot a line of data. That is, LINE plots a series of

points and connects them with straight lines. The calling format is

CALL LINE (X{sUE, YBUF, NPTS, 1, 0, 0)

where XBUF is the vector of X coordinates (vector of reals)

YBUF is the vector of Y coordinates (vector of reals)

NPTS is the number of points to plot (integer *2)

XBUF and YBUF must each have NPTS+2 components. XBUF (NPTS-i 1) and YBUFI;

(NPTS+1) each contains the starting value of the line (usually the Minimumr

value in the linr). -,2UF (NPTS+2) and YB3UF(NPTSt2+.) tell the number of

coordinate-units per distance-unit.

The format of the project waveform files was as follows. Each file

consisted of a series of 512-byte blocks. The first block of each file

was a header block. This was followed by a variable number of data blocks,

each containing 256 integer *2 words. The header block format in integer

*2 words was as follows.

Word(s) Value Mean ing I
1 1 One :hannel of data

(2,3) (6400,0) -ami"ing rate 6400 Hertz

(4,5,6) ',-,tart time in hours, minutes,
seccnds

(7,8,9) Stop, time in hours, minutes,
seconds

(10-13) - Not used

14 0 Data is integer *2

(15,16) - Not ised

(17,18) (NLO,NHI) Thera are 65536*NHI+NLO data
bloc <s.

J-
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Not all programs maintained the start and stop times. Words 17 and 18

sometimes appear in the programs as word 9 of an integer *4 array.

The software produced during th- program was written using structured

programming, with statement indenting to show program structure. Use of

this method was found to greatly aid program readability and reliability.

The program listings have hand-drawn flow-of-control arrows added.

This makes each listing, in effect, its own flowchart. Programs are

listed in the alphabetical order of the main programs in which they

appear. The exceptions are files CFFT and HILB. File CFFT contains the

complex fast Fourier transform (CFFT) subroutine. File HILB contains two

subroutines used by the WMTSSB program. These are HILB and LWPS, the

Hilbert transformer (90 degree phase shifter) and Butterworth lowpass

filter respectively.

Table B-i gives a table of contents for the listings. SBR indicates

that a program is a subroutine.
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Table B-i Guide to Software Listings

Progam Function

CCORPL Complex correlation and plot

CFFT Complex fast Fourier Transform
(FFT) SBR

FRCOMB Comb by pitch frequency

HILB Huibert transformer SBR, lowpass
SBR

MTCOMB Comb by (SSB) mistuning

PMCES Pitch-mistuning estimator

VCRFSP Voice lattice filter, threshold,
reconstruct

WMTSSB "Write mistuned SSB' (Frequency
shifter)

WTMERG Does weighted merge of waveform
files

WTNMRG Does weighted merge, adds white
Gaussian noise
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PAG3E 1 CC0WfL.FTNi3

C --C-CUMP by Bub DICK
C--- FROA T#SPPft14 AUG80
C ----COMPLE.X CORRELATION ttA6ITUDE PLOT
C----ONE SECOND OF DATA PER PAGE,

bYTE FNM(30tl)ANSW
DIMENSION DATJN(256,WNDW(256),T2t56),TJ(256)
DIMIENSION AMPL(5?iXC(S2')IfUFU"5t,
INTEGER $4 IRfCrlOSb9JhFt9)
EGUIVALENCE (Icl~FlIQF
DATA

--iNTYPE 10010
ACCEPT 100210,tNTH, (FNAfl(ýH,,ihLSTHi
FNAH(LNTH+1 )=O

OOPEN(UNIT=1 ,NANEXFNAfiTYPE='OD.JV
1 BUFFERCOUNT=-I PER 90OOURE4IUNL ii
IRECuI
CALL READF(1,lRECdBiFsIF12'pIOSB)
NlBUKSmIBFt?)
TYPE 1003O0N1BLKS
ACCEPT 1004(iNFbLK

IF(#fBLKtE,0)O TO qOO A OR
ACCEPT 10040,NflBL~
NLBLhNFBLKdNhiBLKS- I
lF(lKJ.,TNFPLK)GO KC 900 bA 3K
IF(NLbLK.GTN~bI.KSi6O TO 90 0Cs-*-A8ORkT

C----SETUP HANNIN6 D'ATA WIN110W
10D[X~1 t2S6

jOWNDIW(IDX):0.5-0,54CCF15H*LIA, t2.

10CONTINUE
C--- SET X COORDS FOR ANPI LINE

0020 IDWY5,0
TXC(IDX)=51-LIDX

20 CONTINUE

C----SET YCOCRDS FOR CORR LINES
CALL STYC
OFIRST-NFBLK$2-1

C----SKIP FIRST HAIF-WINtWW
CALL DA128(DATlNrNFlKS")
NMIN=NFIRST~I
LA5T=NLBl.Kt2

C----DO UNTIL (NO MORE VATA) PlOUT PAOF.S
30 CONTINUE

C -- - DONE ONCE PER PAGE
CALL. PLOTS

I AMFL(IfX)=0.

40 CONTINUE
DO 90 IxLN=1P50

c --------- DONE ONCE PER CORRELATION LINE
C---------- GET NEW DATA

CALL DA128(DATINPNMIN)

DO 50 IDXaIP256I TR(IDX)=DATIN(!JDX)iWNEDWdbX)
p~zPW+Tk( IDX*$DATIN' ~iDA

TIQDX~z0



PAUE 2CtDRtt.FTN§3

50 CONTINUE
AMU'( 1XLN)z-SWT(PU)
CALL CFFTý1,TRPTIPS)

C----- --- FORM AMPLITUDE S?E,,TRWE
DO 60 IDY=11128'tTR(IDX)wS.4T(TR(IDX)8TR(IDX)+T1(IDX)*TI(IDX))

TI(IDX)=O.
60 CONTINUE

C----- ZERO NEGATIVE FREQUENCY PORTION
L DO 70 IDX=19?2`)6

TR( 1DX)--O,
TI(IDX)=O.

70 CONTINUE
C---------- TAK(E INVESE FFT

CALL CFFTI-lqTRtTIp8)
C ----- FORfl ?IGNITUDE. OF C.OMPLEX CORRELATION.

DO 80 lDX=I1,28
A TRiIDX)zSgRT(TR(IDX)STR(IDX)ITJ(lDX)*T1(IDX))

80 CONTINUE
C -P--- -LOT A CORRELATION LINE

CALL CCRPLT(TktIXLN)
NMINzH9IIN~2

C -----IF(N. MORE DATA) EXIT CORR LINE LOOP
IF(NMIN.GT.LAST)GO TO 100

70 CONTINUE
100 CONTINUE.

C ----- PLOT AMPLITUDE LINE
CALL FCTR(AffI.v52)
AMPL(52)=AML(t52)/0.8

CA-L PLt3T(0,,YOR~ -37)
CALL LINE(XCiAMPL65O910O0)

C ----- REPEAT LIlNE TO FILL BUFFER
CALL [INE(XCvAhiPLy50p'.yOO,

CALL PLOT(0,,YORGF-3,
C ------ AI)FOR SIGNAL

ACCEPT 1005(',ANSW
C----IF(X TYPED, !XIT PAaiE LO~IP

C----IFQIORE DATA)RE?"FIAT PA~GE 1.001

10IF(i4MINlELA51)GO TO 30

9000 CO. !ýSJ E4- -- A ORT

100!0 FOWt!T(' COMPLEX CORRELATION PLOTTER INPUT FILE?')
10020 F M (90I
10030 FORMAT(1XrI8,' N OCKS. GIVE FIRST <CR)' NOW MANY')
10040 FORMAT( 18)

10050 FORMAT(AI)
END
qUBROUTINE BA1?8(DATPKALL)

C-----By P'3DICXa 8AUG80
C----ADVWCfS DTA 118 PTS/C.LL

INTEGER$4 IRECiOSF
--9 IF(.NOT.(KN.L.ED.2*(KALL/2)/))CO TO 20
C-f HR CALL IS FVEN, USE CURREiAT BUJFFERB-



PAGE 3 CCORPL#FTNi3

DO10 IDX~l,128
D AT(IDX)=DAT( JDX+128)

* IDAT( 10X+128):IDf( IDX+128)
10ýf CONTINIUE

60 TO 40
20 CORTINUE

C--- -NERE CALL IS ODP, VtSE NEW KiFFER
IREC=KALL/2#2
CALL READF(IpIRECrIBUFt5l2tIOSB)
DO 30 IDX=tl,?IDAT(IDX)=[lATt!PY+ll8)

30 t PT(IDX+128):IBUF(IDX)
30 ONTINUE

40 CONTMNE
<- RETURN

END
SUBROTINE CCRPLT(DATAYLIN)

C--- By Bob DICK(
C-----FROM SPCPLT 14 AUG 80
C----PLOTS A LINE OF COMIPLEX CORRELATION~

DIMDHS ION PATA(130)tYC(130)
- 'CALL FCTR(DATAiI30)

DATA(I30)=DATA(I30)/0,69
XORGr(50-LIN)*O.?3

C---023*49+0.69=11,96 INCHES HORIZ
CAL.L PLOT(XORGPO,,-.3)
CALL LINE(DATAfYCrl128,1,O,0)
XIR6=-XORG
CALL P'LOT(XORGp0.p-3)

<--RETURN
ENTRY STYC

--PpDO 1010 lDX=I; 128
tC C IIIX)z12'8-IDx

1010 CONTINUE

C--- -128 POINTS AT 13/INCH 1S 9.8 INCHES

4-RETURN
END
SUBROUTINE FCTR(FNCFIPI'U
DIMENSION FNC(258)

--IF(.NUT#(IDIM.GE.4))G O r 0aASOT
IF(.NOT,(IDIh.LE.258))GO TO 90 0 - :%ABORT I

FIW=FNC(1)
FMX=FNC( 1)

D10IDX=2PIDIM-?
4'IF(FMN,GT,FNr(flPX))Ft$NFNC(IOX)
IF(FMXLTFNC(IDX) )FMX=FNCtItX)

10 CONTINUE
FNC( IDIM-1 )VIW
FNC(IDIM)=FfIX-FNN

900 CONTINUE ABORT
<-- RETURN

END
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PAGE I CrFTft~lfrg
SIJPOUTuM CFFT(flO0,)xR,x,jg)

C ----I 309 PICK- ENTERilD 14 FED go,
C ----FAST FOURIER tRANWW(~ MXTH CWIPEX J)ftf

C --- XR IS REAL VECTOR, XI IS IKAO, VIXEMSIO#~ is 2$*Iv,C---DE~CIIATIfJN IN TIME ALOORITHM, OPPENHEU9 AND SCHAFER
C- 6 -.10 P 297, KUSY PROGRAMw W P 331,
DIMtENSION XR(1024),XI(1o24)
DATA PI/3-14l9?6535M79/

C ----- 0*11R DATA IPY PIT-REVERSED INDEX

DO 40 IfDXzj,Nh1j fFR.NO R( ID8.TTRV) )6 TO JO
XR(8TV)X(DX)

XR(IVX~rTMPR

10 CONTINUE
C -- - INCREMIENT THE BIT-REVFRSED INDEX

IPTRZNV2
GO TO 30

?o CONTINUE
IfiTRV21BTfRV-IPTR

IPTR=IPTR,2
so CONTINUE

IF(IBTRV.GT.IPTR)r*O TO 20

40 CONTINUE
C----PERFORMJ THE BUTTERFH.ES

LEA'Ma
DO 70 ISTG_-jN

JUMIP4EAP
LEAP4-EAPH2
CO(JNTa.JUMJP
IWSTRzCO3. (U'/COUNT,

IF(NMflE.tiE.0) T9SfI=TWSjj
TI)RNRzi,
TURNI=O,
00 60 IDXz1,JUHF

~ O50 IPTRzj1JxNpLEAP

T NPR=XR(JPTR)*TURNR..X!(JfTR)STUIRNJ

TA~~xkJPR)$LIHI+tiJPptlFH~R

Xl(JPTKR:XAj IPTR)-ThpR

IXI(IPTR)zIIPTR~i1 ,~j
50 WIV

TMPRETtlRNR*TYSTR-TURNI*tWS TX
TURNIA, rURNR*Tilgll+ IURyI*TVTR

60 CONTINUE
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70 CONTIKIE

90 CONTINUE

<-RETURN
END
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C-----fRCOMl BY ROL DICK
C-----LAST UPDATL 10 SEP 80
C----FRON MTCOMV 4 SEP 80

C-----COIII FILlERS VOICE PEPENDING ON PITCH FREQUENCY
C----DATA ARRAYS:
C----CCRoCCI: LIN NAG SPECTRUM, THEN COMPLEX CORRELATION
C----DATIN: INPUT DATA BEFORE WINjOWIMF3
C----IBUF: INPUT BUFFER
C---KRUF: HEADER, THEN OUTPUT BUFFER

C --- OXF DATA OVERLAP OUTPUT BUFFER
C---TRFT1: WINDOWiED DATA, THEN FF1, THEN FILTERED DATA
C----WNDW: RAISED COSINE (HANNING) WIND(WI BYTE FINAM(30),F2NAh(30)

DIMENSION PATIN(512),WNDW(512)tTR(512)PTI(512)
DIMENSION CCR(512)FCCI(512)tDBUF(256)
DIMENSION I9UF(256),KBuF(256)
INTEGER84 IRECvIOSBpIBF(?p9Fi,KEF
EQUIVALENCE (IBFIBUF)p(KBFiKBUlF)
DATA IJRUF/256$0/DATIN/512$0 ./
DATA OBUF/2'56$0./RAKECCMB/-0.5,O.5/ý
DATA PITWPI/3,t4t592'656,68318531/
DATA SAMPFO/6400.'

C----GE.T INPUT FILE, NUMBER OF BLOCKS
-*TYPE 10010

ACCEPT 10020,LNTH,(FINAM(KH)'KH=1 ,I.NTH)
FINAII(LNTH+1 )=Q

OOPEN(UN1T:1,NANE:FINAflTYPE='O[ lfe'
1 BUFFERCOUNT=-1 ,ERR=9000,READOGN'A')
IRECz1
CALL READF(1,IRECrIBUFi512pTOSE')
N1BL.KS=IPF(9)
TYPE 10030PNIBLJKS
ACCEPT 10040' NMBLKS
IF(NNBL)KSLT.2)GO TO 9000 -aA WRT
IF(NMBLI(S,6T.NlRLKS)6O TO 900A5K

C ----- GET OUTPUT FILE, WRITE HEADER
TYPE 10050
ACCEPT 100240,INTH,(F2NAM(KH),KH=ILNTH)
F2NAN(LNTH$1 )=0

0OPEN(UffIT=2,NAME=F2INAMTYPE='NEWU.
1 BtJFFERCOUNTz-1 ,ERR=9000)
KBUF (1)1
KBUF(2)=6400
SFC=Nf1BLKS/25.
NIN=WNMLKS/150t)
ISEC:SEC-60, 8MWf
KBUF(B)=MIN
r(BUF(9)=ISECt. KBF(9):Nf1BLKS
CALL WRITEF('rIRECI(BUF,512tJOSB)

C----SET UP DATA WINDOW
00) 10 IDX4'l511

tWNDW(IDX)-0.?i-0.5ZCCS(PI$IDX/256.)
10 CONTINIUE

C----ET PITCH RANGE TO COMB FOR
TYPE 10060
ACCEPT 10070'PTL.OW
ACCEPT I0O70vPTHlf3H B-10
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C -----COMPUTE PITCH PERIOD RANGE FROM PITCH LAINGE
IF(,NOT.(PTLONsLT.PTHIGH))GO TO ,o00-0rABOR.T
PERNI=256.
IF(PTLOU*6T,.0.)PERHlx64OO,/PTLOW
IF(.NOT.(PTHIGH.GT,0.))GO TO ?000 -. *'ABORT
PERLO06400. /PTH16H

C---ZERO OUTPUT BUFFER
DO IS1110D11I256
fKNJF(IDX)=O

15 CONTINUE
C----READ FIRST DATA RECOR BEFORE MIN LOOP.

NNINX1
CAL. TF5ADV( PATINNOIIN)

C ----- LOO NUMBEROF-RECORDS-I TINlES,
DO 80 NNIN=2,NNBLKS

C__- -AIN LOOP. DONE ONCE PER DATA RECORD, 1
C---- --TAKE TINE WINDOWS WITH 50 PERCENT OVERLAP,

CALL TFSADV(DATINPNMIN)-
DO 20 IDX=1P512*TR(IDX)=DATIN( IDX)SWNDW(IDX)

TI(IDX)z0,
20 CONTINUE

C ----- FORM AMPLITUDE SPECTRUMI
CALL CFFT(IvTRrTI,?)
DO 30 IDXli,256tCCR(IDX)mSORT(TR(IPX)$TR(IDX)+TI(IDX)*TI(JDX))

CCI(IDX)0.O
30 CONTINUE

C ----- SET NEGATIVE FREAJENCY PORTION TO ZERO
0O 40 IDX=257YS12

CcR(IDX)z0*tCCI(IDX)=O.
40 CONTINUE

C ----- TAKE INVERSE FFT
CALL CFFT(-1oCCRPCCIP9)

C ----- SEARCH FOR PEAK FROM LO0W TO HIGH TINE LIMIIT
PEAKz0,
IDPKz25
DO 50 IDX2250804TEtIPzCCR(IDX)SCCR(IDX)+CCI(IDX)SCCICIDX)

IF(.NOT.(PEAKl.ITTEtIP))OO TO 45

I PEAKuTEMP

45 1CONTINUE
50 CONTINUE

C ----- FIND QUADRATIC INTERPOLATION PEAK,
BSG:CCR(IDPK-1)*CCR(IDPK-l)+CCI(IDPK-1)*CCI(IDPK-1)
USO.zCCR(IDPf1 )*CCR(IDP+l)+CCI(IDPN+1)SCCI(IDPK+i)

IF (PEAK, OT ,USO )X-0,
IF(BSQGEPEAX)Xm--1.
IF(X.EQO..)Xs0.5$(USQ-BSG)/(2.SPFAK-BSG-UISG)
TAUxIDPK-1*X

C ----- INTERPOLATE REAL AND INAG PARTS (VIA QUADRATIC)
CF~z0.5*(CCR(1DPK+I)-CCR(IDPK-1))
CF2mO.S*(CCR(IDPK-1 )+CCR(IDPK+J ))-CCR(IDPK)
PARTRaCCR( IDPK ) $XtCFI+XSCF2)
CFIUO.5*(CCI(IDP%+1)-CCI(IDPK-j)) B-i11
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PMRTIzCCI( JEK)+X$(CF1+X8CF2)
PART=SORT (PARTR5PARTR+PART] PART 1)
IF (PRMT. LE.O0. )PART& I o

C------CONO OR RAKE ACCORDING TO PITCH~
SW! TCH=COKB
IF (TAU.LT .PERL)SNITCH4RAKE
IF(TAUoToPERHI )SWlTCH~kAKE
OIIEG--PISTAU/256.
00 70 IDX=1?256
A CS=-(PARTRSCOq(OMEOSIDX)+PARTI*SIN(WiEG8IDX) )/PARTh

JDX=51 3-IPX
TR( IDX)zFILTtTR( IPXl

TR(JDX)rnFILTSTR(JEIX)
TI(JDX)zFILT$IJI(J1X)

70 CONTINUJE
C -----TAKE INVERSE fFF

r CALL CFFT(-1,TRPTIY?)
C C-----OVERLAP RESULTING TIME FUNCTIONS

MWITzNHIM- 1
CALL LAPDOT(TROlUt,2tNMOUT)

80 CONTINUE
C---WRIIE FINAL DATA RECORD AFTER MAIN LOOP,

0O 90 IDX=1P256
t TR(IPX)4,.

90 CONTINUE
CALL LAP0UT(TRpOBUFt2tNIIBLKS)

9000 CON T INU* NU BA
(-STOP

10010 FORMAT(' PITCH FREQUENCY COMBER INPUT FILE?')
10020 FORMAT(OP30A1)
10030 FORMAT(1Xt18p' BLOCKS. HOW MANY DO YOU WANT?')
10040 FORDIAT(18)
10050 FORMAT(' "HT OUTPUT FILE?')
10060 FORMAT(' "HT PITCH RANGE?(USE , AND 2 L.INES)')

9 10070 FORtIAT(FIO.2)
END_________________________________ _____________

SUBDROUTINE TFSADy(X, ICALL)
C-D--Y BOB DICK. REVISION OF 14 MAR 80.
C----ADYANCES BUFFER 25.6 POINTS PER CALL.

-~DIMENSION X(512),IBUF25.6)
INTEGER14 IREC, lOSB
IRECzICALL+I
CALL READF(1,IRLCpIBUlFfM2,IUSB)
DO 10 IDX=1,256

X(IDX+256)=IPUF(IDX)

10 CONTINUE
~RE TURN

ENDV SUIBROUTINE LAPOUT(DATrSUFtLUNtKALL)
C-----OJTPUTS DATA WITH 50 PERCENT OVERLAP.
C C----INITIALLY DtW SOULD BE ALL ZERO.
C ----- DOES NOT INCREMENT KALL.

DIMENSION DAT(512),RUIF(2d56),KBUF(256)
INTEGER$4 XRECtIOSB B1
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-4 0N 10 1DOW%25

t F(IOX)vIMT(IDXt256)
10 CONTIMUE

KREC--KALL+l
CALL WRIT[F(LUeRECKMF512,I1s8)

END

B-13
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SDIJROUTINE IVILlI(ATiPRESo2EStFRES)
DIMENSION MAT(256)PPRES(I5),RES(256),FRES(15)

C-----DY 101DICK. 15JAN 80. UPDATED 16 JAN 80,
C---RES IS RESULT. ADJUST ENDS AS FOLLOWNS.
C ----- ADD PRES TO END 15 POINTS OF PREVIOUS RESULT.
C----AD FRES TO FIRST 15 POINTS Or NEXT FUTURE RESULT.
C----31 POINT FIR FILTER, EVEN TANP OF 8 DISTINCT ?MAOITUDES.
C----fAIN 1+Oic-0.024 IN 0.03 TO 0.47 SANPLING RATE.

DIMENSION VA~i316)rO(JT(286)vTA?(8)
DATA TAP/.0205r.0213t.0326P.0488p
2 .0730t.1140P.2040P.6338/

t - DO 10 IDP1lf30IVAR(IDiX)=0.
VAR(286+IDXB0;.

10 CONTINUE
DO 20 IDX1,25M

20 CONTINUE
DO 40 MID=.i6,3O

Do 30 ipTzi,8
SzSM(VAR(MII'+?IIPT-1 )-

YAR(MlI)-2$IPT+1) )STAf'(9-IPT)
301 CONTINUE

IOUT(flID-15):-SUIM
40 CONTINUE

DO50 IDx:1,15tPRES(IDX)2OIJT(IDX)
FR[S(IPX)=OUJT(271+1t'X)

.4 50 CONTINUE
DO 6V IDX=lp,256
t RES(IDX)=OUT(15+IDX)

60 CONTINUE
4- RETURN

END
SUBROUTINE LW'S(FNDAT)
DIMlENSION FM(6)PDAT(512)

C----LOWPASS 0.,2 SAMPLING RATEF 6 POLE PUTTERWORTH,
C-----FM IS FILTER MMNOY, SWU01 RE 0 INITIALLY.

DATA ~1AIYAIA21/.24772459.49595p-.60494/
DATA AK2,A12,A22/.20657, ,36?53,-.19582/
DATA AK3,A13.A23/.18007,.322'12,-.04240/

-00 10 IPT=1,512
(:zAK1*DAT(IT)*A11*FN(1 )+A21*Ffi(2)

FN=)Y+2$NI+M2

Y=AK23W+A12SPN(3)+A22FM(4)
W=Y+2.$FN(3)+FM(4)
FN~ 4) :FN(3)

YzAK30+A13*FM(5)+A238FM(6)I

FN(6zM5)u

DAT(IPT)4W
10 CONTINUE

RETURN B-1.4
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C---MTCOIB BY 801 DICI(
C--410O MTSORT 28 AUG 80
C--'--CWIB FILTERS VOICE DPENDIG 0ff MISTUONIG
C-----DATA ARRAYS:
C----CCRpCCI: LIN MAG SPECTRUMI THNH COMPLEX CORtRELATJON1' C---DATIN: INPUT DATA BEFORE WINDOWING
C--IlUF INPUT BUFFEF
C----W(8 : HEADERt THEN O)UTPUT BUFFER
C----ORF: DATA OVERLAP NUTPUT BLIFFER
C----TRtTI: WINDOWIED DATA9 THEN FFTt THEN FILTERED DATA
C-----M: RAISED COSINE (HANING) WINDOW

BYTE FlNAM(30)?F2'NM(3O)
DIMENSION DATIN(512'),UNDW(5121),TR(512),TI(512)
DIMENION CCR(512'),CCl(512),DI'UF(254)
DIMENSION 1hF(256)vKBUF('256)vLbUF(25o)
INTEGER$4 IREC)IOSBtIBF(9)yKBF(?)

EQUIVALENCE (IBFt1IWF)p(KBFyKBUF*)

DATA KBUF/2U.*0/DATIN/512tO. /I
DATA OBDUF/2.56*0./RAKECOMB/-0.5t0.5./
DATA PITWPI/3.14159265,6.28318531./
DATA SAWfg/6,400 ./

C ----- GET INPUT FILEP HUMIER OF BLOCRS
-TYPE 10010

ACCEPT l002OtLNTHt(FINAM(KH),?ýHzlp[[TH)
FINAM(LNTN+I)=0

OOPEN(UNIT=1 tNAME=F1NAl1,TYPE='OLD',
I RUFFERCOX.NT=-1,ERR=9000,READONLY,
IREC~1
CALL READF(lfIRfCrIBUFr512oIO5B)
NlBLK.S=IBF(9)
TYPE 1003OHl81KS
ACCEPT 10040PNMBLKS
IF(NM[BKS-LT.2)60 TO 9000 ,B A
IF(N1BLXS.GT.Nl5LhS)6O Ta 9000-.---A BOAT

C--OTOUTPUT FILE, UFITE NEADER
TYPE 10050
ACC9PT 100240,INTH,(FNAM(KH),NH=1,LNTH)
F2N (UatLTH1)=0

OWFEN (UNIT1=2 tNAME4F2HAAiPTYFPE='NEW',
1 Yt*TERCOUNTz-1,ERRz9000)

KBUF(2)=6400
SEC=#dMBLKS/25.
MIN=NMBLAS/1500
ISEC=SEC-60. SMIN
KlJF(8)=MIH 4
KYJF(9)=ISLC

CALL WRITEF(2,IRECtKBUJFv512rIOSB)
C----SET UP DATA WINDOW

00 10 IDX=IP512
WNDU(IDX)zO.5-0.5SCOS(PIIIFX/2S56.)

10 CONTINUE
C -'---GT MISTUNING TO COMI FOR

TYPE 10060
ACCEPT 10070PSNFFQ
TYPE 10080 B-16
ACCEPT 100709PCTCNB

06.
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CTAGkaPISVCTCND/100.
C---ZERO JTPUT P"FE

10 15 IRXzIP256
tKDWIi(IX)=0

15 CONTINIE
C----READ FIRST DATA RECORD BEFORE NAIR LOW.

CALL TFSAWJ(DATIMpNDIIN)

00 90 NNIIN=2rNNBLS
C ------MIN LOOP. DONE ONCE PER DATA RECORD.

C- -- TAKE TIME YIHDOW VITH 50 PERCE4ET OVERLAP,
CALL TFSADY(MATZNHIIIN)
DO 20 IWXIl512I TR(IDX) 1DATIN(IDX)V"D(TX)

t TI(IDX)=Ot
i20 CONTINUE

C- ORII AMPLITUDE SPECTRUM
CALL CFFT(1,ThTI,9)
DO 30 IDX=1,256
SCVR(IDX)=SQRT(TR(IDX)STR(IDX)+TI(1DX)3TI(IDX))

30 CONTINUE
C- ---SET NEGATIVE FREOUENCY PORTION TO ZERO

DO 40 IDX=257,512tCCR(IDX)=0:
40 CONTIME

C - --TAKE INW.RSE FFT
CALL CFFT(-lpCCRbCCI,9)

C-- -SEARCH FOR PEAK FROM LOW TO HIGH TIME LIMIIT
PEAK0,.

DO 50IX=58tTEN"tR(1DX)*CCR(IDX)+C.CI( IDX)SCCI(IDX)
IF(.NOT.(PEM(.LT.TEIIP))GO TO 45
P EAK::TEIW'
IWK=(IDX

45 CONTINUE

C---- -- INDG(MWATIC INTERPOLATI(N PEAK.
BSG--Crn(IDF-l )8ccR(IDPK-I )tCCI (IDflK- I)SCCI( IDPK-l)
UISOCC(IPKtI )SCCR( IDP+I )+C.CI(IDPK+1 )*CCI(IDPK+I)

C- -NTERPOLATE REAL AND J1'dB PARTS (VIA G(MDATIC)
CFl-0.5*(CCR( IKDP*)-CCR( IDPK-I))

PARTR2CXR( HVPK)+Xl(CFI+XtCF2)

CFIsO.5U(CtI(IWKf1)-CCI(IDF%-J))-CIIK

PAR~MTJC( Ii)tX$(Cf l+XtCF2)
PARTh=SWT(PARTR*PARTRfPMTI,?ARTI) B- 17
IF(PARTN.LE#0. )PARTN~zl,
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C -~UTEINAE ANGLES
MIGLD)'ATMI2(PARTI/PARTM , PMTR/PARTM)
FRACA=TAU$*WFO/SA~fO
ANGLA--TMPIS(FRACA-IFIX(FRACA))
IF(AN6LAGTPI )ANGLAzANGLA- (WPI

C--- --MIMUS PI.LT.AIRGLA.LE.PI
JjISTA=ANGLD-ANGLA
lF(DISTA.LT.O. )DISTAr-P'JSTA
IF(DISTAGT.PI )DISTAz4WEI-DISTA

C---- --O.LE.DJSTA.LE.PI
C---- --TEST FOR DATA PHASE WITHIN CULTANIGLE OF PREDICTED PHASE

SNITCH=COMB
iF(DISTACT.CTAGL )SWITCH:RAKE

C ----- COMBD OR RAKE ACCORDING TO PHASE DIFFERENCE
ONE64PISTAU/256.
DO 70 IDX~lt566tCS--(PARTR*COScONEG8IDX)tPARTI$SIN(OME6sIDX) )/PARTM

FILT=0.51SWITCHICS
JDX=513-IDX
TR( IDX)=FILTiTR( IDX)
Tl(IDv1-F!LT*TJ(1DX)
TR( JDX)=FILTSTR( JDX)
TI(JDX)--FILT8TI(JPX)

70 CONTINUE
C--- --- TAKE INVERSE FFT

CALL CFFT(-1,TRpTIt9)
C ----- OVERLAP RESULT1NG TIME FUNCTIONS

NMOUT=NM1N-1
CALL LAP`OUT(TR#OBUFt?,NMOUT)

80 CONTINUE
C----WRITE FINAL DATA RECORD AFTER MAIN LOGP,

DO 9.0 IDX=1,256

90 CONTINULE
CALL lAPOUT(TRoOBJF92vNMBLKS)

9000 CONTINUE*dl- A90)rT
<- STOP

10010 FORMA~T(' MISTUNING COMBER INPUT FILF?')
t0020 FORMAT(Qv3OAl)
10030 FORMAT(1XyIB,' RLOCKS. HOW MANY DO YOU WANT?')
10040 FORMAT(18)
10050 FORMAT(' WHAT OUTPUT FILE?')
10060 FORMAT(' WHAT FREQUENCY SHIFT?(USE X))
10070 FORMAT(FIO.2)
10000 FORMIAT(' WHAT PERLENT COMBING?(USE X1)

END
SIJOROTINE TFSADV(XPICALL)

C -- D-Y BOB DICK. REVISION OF 14 MAR 80.
C----ADVMNCES BUFFER 256~ POINTS PER CALL.

DIMENSION X(512)PIOUF(256)

INTEGERt4 IREC, IOSB
--0IREC=ICALL*1

CALL READF(1,IRECpIBUFf512pIOSB)
DO 10 IDXz1,256IX(IDX)xX(IDX+256)

:(IDX*256)xIBUF( lOX)
10 CONTINUE B-18

4- RETURN
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SUMRUTINE LAPOUT(DATiBDrLUNPKALL)
C---OUTPUTS DATA MITH 50 PERCENT OVERLAP.
C----INJTJALLY WF SHOULD BE ALL. ZERO.
C-----DES NOT INCREC1ENT k.ALL.

DUOESIMt DAT(512),MJF(25o),KINIF(256)
INTE6ERS4 KREC, IOSD
-J310 0010I,26

10 CONTINUE
KREC'-KALL+1

L ~~CALL WRITEF(LUNMKEWBKUF,512,10S5)
*4- RETURN

ENID

B-19
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C ----- ES BY 101 DICK
C ----- FROM PTMUS 5 SEP 80
C----ESTIMATES IOTN PITCH AND NZSTIMING
C------INREMENTS NJSTOGRM BY CORRELATION PEAK.
C --- C0 PLOT 2D PITCH-MISTUNIM6 HISTOGRW

- 'AA ARRAYS:,
C---CiRtCCI; LIN MG6 SPECTRUMP THENl MWiP CORRELATION
S DAUIN: 'INPUT DATA BEFORE WIWNDO!90
C- t~T:H5TOGRAf OF IISTLeIJNG M~SKSS

C--- NFO410 TO 400NZ BY5 NZ
C-----HIITPT: HISTOGRAM OF DISTIJNIN6, PITCH
C---- PITCH 18 DINSP 80 TO 260 HZ BY 10 NZ
C----RESERVE 2 PIS/LIME FOR PLOTTING DATA
C ----- .DUF: INPUT BUFFEk
C- -----TRYTI: WINDOVED PATAv THEN FFT
C---- 6NDW: RAISEt, COSINE Q 'NINO) WINDDU

BYTE F,'NAM(30).0SV
DIMENSION DATIN . J (512)rTR(512)vTI(512)
DIMENSION CCR(312,,L*w(512)pH$IT(16t)I. D;MfNiON JBUF(256)vHMTPT(163vl8)
'.NEGEW*4 IRECtIOSO)IBV(9)
EPUTVALENCE (IBFtIBUF)
DATA DA'iN/3t280,/TWPI/6.283I853O72/
DATA HNT/h *0,/HMTPT/2934$0,/

--.TYFE 10010

(,0PEN(t1NIT=1,NAMiEnF1NAMYYPE:'OLD',
I 8tJFFERCOUNT=-1PERWu0OiPREADONLY)
IREC~1
CALL ýEALF~IF RECvIBhJF-512uIOfl)

TYPT i0o30NIM.KS
ICCEPT 10040okfPLK
YF(NFBL.KLE.0)0O TO 9o - -> ~ R
IF(*?I.LK.OTNIDLKS)GO TO "0* ý A8 ~
ACCFF-T 10040PNIIBLKS

IF(NALBLKLr.NFBLK)G TO 9000 -.- A SORT
JF(hLfLK.fiY.N1LKS)GU TO 9 000 0*AI3ORT
PP 10 JDX.ýA12I1f WNoW(ITX,=.5-0.5eCOq(3141459265*IDX/256.)

10 COHiWUE

SMiPT=O.

LASTxMLBWKI
DO0 80 NKIN2NFI. 1,pLAST

C------------------ -- TAKE TIME "INDO VITH 50 PERCENT OVRLI*.
CALL TFSADV(DATI~iNHIM)

20 IDXr1,51?
TR( ZDX)MDATIN( IDX)*W#DW(IDX)

20 !AOT!"IJ

4CALL CFF7TIPTRPTIP?) ii-20
C-- -FOM LINEAR MAGNITUDE SPECTRMM

-- -. .~~~- - -~- - _____ __ .. * 4
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30 IDXzlt256fCCR(LDX)z98RT(TR(IDX)$TR(IDX)+TI( IDX)STI(IDX))
CCI (IDX )8O,

30 CONTINiUE
C----- SET NEGATIVE FREGUENCY PORTION TO ZERO

DO 40 1DXz257p512tCCR( JDX)sQ,
CCI(IDX)z.0

40 CONTINUE

C--TAKE INVERSE FFT
CALL CFFT(-1 1CCRPC~lt9)
PEAK=G,

C ----- SEARCH FOR PEAK IN Ou TO 256 WN.TZ
DO 60 IDXz2S,80
* TENtPaCCR(IDX)*CCR(IDX)+CCI(IDX)SCCI (IDX) I

I IF(.NOT,(PEAKsLTIEWt))GO TO 50

IDPKBIDX
50 CONTINUE
60 ONTINUE

-FIDQUADRATIC INTERPOL.ATION PEAK
DS~zCCR(IDPK-1)*CCR(IDPK-1 )*CCI(IDPK-1 )ECCI(IDPK-I)

USCCR(IDPK+1)*CCRCIDPK+1)+CCI(IDK+1)*CCI(IORK+1)
XUI,
IF(PEAK.OT.1150)X-0.
IF(tSSGGE,PEAK)Ax-1,
IF(XE.EO..)XuO.58(US2-BSO)/(2.*PEAK-DSQ-USQ)
TAUmIDPK-1+X

C ----- INIERPOLATE REAL AND IMAG PARTS
CF1:0,5*t(CCR(IDPK+1)-CCR(IDPK-1))
CF2:0,5*(CCR( IDK-1 )+CCR( IORKt1))-CCR( IDFK)
-PARTR*CCR( IDPK)+XS CCFI+X*CF2)

CF2'0.5*(CCI(IDPK-1)+CCI(IDPXf1))-CCI(IDPK)
PARTI=CCI( IDPK)+X$(CFItXICF2)
PARTN4QGRT(PARTR*PARTRtPARTI*PARTI)
IF(PARTMLE0, ,)PARTh:I,

C --- P- ORM INTERPOLATED PLAK FROM PARKM
PEAKePARTOSPARTH
SMP~a$PK+PEAK
ANCL:ATAN2 (PARTI /PARTHPAR7R/PARTN)
PITCHc6400,~/TAU
SKPTzSNPT+PEAK$PITCtI

SHF=PITCH$AN#l./TWPI

IF(TXPT.LT, 1)IXPT-1

IF( IXPT.GT. 18)IXPTx18
60 TO 68

65 JONTIMUE
SHF=SIW-PITLH

68 CONTINUE
IF(SHF.6E,-402,)00 TO 65
DO 70 IDXx1,11

SHFaSHF+PITCN
C -------I--ROUND INSTEAD OF TRUNCATING 2

C ----IF(ONE OUT OF RANOE)EXIT LOOP
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IF(.NOT,(IXMiTsLE.16I1)OGO TO 75
HdIT( IXNT)=1T( IXMT)+PrfM

70J UNTINUE
75 ICONTINUE
80 CONTINUE

AVIPT=SMPT/SMP).
SDPT:SORT (SMPI *2/SMPI(-AVPT*AVPT)
TYPF 10050YAl'OTSOPT
PKIMT=O.

11il 100 IDX=1,161
4~IF (.NOT.(PKM.IdT.WIT(IOX)))GO TO 9

FPMT=$MT(IDX)

CONTINUIE
100~ CONTINUE

TYPE 100609RM

TYP~E 10070,FM

ACCEPT 10080PANSW
IF(.NOT.(ANSW.EO,'Y'))GO TO 110
SCALL PLTHST(HMIPT)

ACCEPT 10080,ANSW
110 CONTINUE

9000 CONTINUE 4l ABORT
4- STOP

100J0 FORIAT(' PITCH-MISTUNING ESTIMATOR INPUT FILE?')
2.10020 FORMAraP30A1)

10030 FORMATUlXt18t' BLOCKS. GIVE FIRST <CR> HOW MANY#')
'!0040 FORMAT(18)
10050 FORMAT(' PITCH AYG, STD DEV!'t2F8,1)
10060 FORNAf(U ESTIMATED MISTIJNINO (HZ)I'PF?.0)
10070 FORMA*,' DO YOU WANT A i3RAPN?(Y FOR YES)')
10080 FORMAT(Al)

END
SUBROUTINE TFSADV(X, ICALL)

C----BY BOB DICK, REVISION OF 14 MAR 80.
C---ADVANCES BUIFFER 256 POINTS PER CALL.

DIMENSION X(512)qIbtJF(256)

INTEGER*4 IRLCOIOSB

CALL READF(1,IRECvlBUrv512tlOSB)
DO 10 IDX=1#256

XIt X115)=I~f(DX)
10 rONTINUE

It SIJIROUTINE PLTHST(HMTPT)
----BY BOB DICK 4AUG 80

C------LAST UPDATE 3SEPBO0
C----PLuTS 20 HISTOGRM OF MISTLINING VS PITCH

DIMENSION HMTPT( 163918)YXCRD( 163)
DIMENSION AXISX(4)tAXISY(4)
DATA AXISX/B1.tgl.,1..13*/AXISY/O~i9*2t0..1./

C---FIND HISTOGRAM MAXMMU B-22
*HMAX:0,



PAGE. PNCESFTN$1

D0 20 IDX2s1,18
Do O 10iDX1-l,1

TEMP2tMTPT( IDX1 '&DX2)JJIF(HIIAX LTTEMP)HiMX-TEMP
10 CONTINUE
20 CONTINUE

C ----3ENERATE X COORDINATES
DO 30 IDX~xJ,161

itXCRV(IDXI)-IDXI
30~ CONTINUE

XCRD( 162)n1.
C----160 INTERVALS AT 13/IN IS 12.3 IN HORIZ

XCRbi(163)a13.
C ----VERT SCALE IS HIST MAX PER 0.9 INCH

VSCALE-NHAX/0.8
C ----CLEAR SCREENi RESET ORIGINa

CALL PLOTS
DO 40 LNE00,8I

C------- 17 INTERVALS AT 0,5 INCH EACH IS 8.5 IN VERT
YOR~x( 18-LNE)80#5
CAL.L PLOT(0.PYORGP-3)
HITPT( 162PLNE):0,
HtITFT( 163tLNE)zVSCALE

C -------PLOT LINE
CALI LINE(XLRDvHHTPT(1iLNE);161ut~iOP)
YORG--YORO
CALL PLOT(0.,YORO,-3

40 CONTINUJE
C-----PLOT 0 HZ MISTUNING AXIS

A CALL LINE(AXISXtAXISYP2#1,0,0)
C----REPEAT LAST PLOT LINE TO FILL MtIFFFR

4-RETURN
END

B-23
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C ----VRFSP BY DO1 DICK( 29 MAY 80. LAST UPDATE 30 RAY 80,
C-----FRWI YCKRPL 29 MAY 80,
C -V--OICE RE-FILTER AN~D SEPARATE.
C-----LATTICE FILTERt THRESHOLD RESIDUALt RECONSTRUCT
C- IM-DTA ARRAYSi
C----BRSD: BACKWARD RESIDUAL
C----COEF: LATTICE FILTER COEFFICIENTS
C----FRSD:' FORWARD RESIDUAL
C----RFCOEF: RECONSTRUCTION FILTER COEFFICIENTS
C----SIODIF: INPUT SIGNAL AP1UN DIrFERENCING
C----SIGIN:* INPUT SIGNAL
C-----SISOlT: OUTPUT (RECONSTRUCTEDI) SIGNAL
C----TRSD: FORWARD RESIDUAL AFTER THRESHOLDING

DIMENSION 8RSD(150),COEF(20),FRSDil50),RFCOtFý&*)
DIMENSION SIGDIF(150),SIGIN(150),SIGOUT(150),TReSD(15O)
DIMENSION BLANKS(64)PSIGSEC(l50)
[NTEGER84 IRECPIOSBPIBF(9)PKBF(9)
BYTE FINAM(30),F2NAM(30)pF3NAN(30)
DIMENSION IBUF(256)iNBUF(25A)
EQUIVALENCE (1fiFvIBUF)i(KBFIsiWF)
DATA XBUF/256$O/BLANKS/64l0.,'

-)'TYPE 10010
AC(EPT 10020oLNTHr (r NIAM(KH) i-It lL.NTH i
FINAM(LNTH+ ):,O

0OPEN(LNITz1,NAME:F1NAMTYPF'-'OLIi',
I 8UFFERC0UNT=-1 ,ERR9000oEAGONLYi
IRECs1
CALL AD('ECi4,1IS)
HIbLKSuIBF(9)
TYPE 1C030PHIBI.KS
ACCEPT 10040YNMBLKS
IF(NMBLKS.*LE.0 )N0KKJS=N1DLKS
IF(NW0LKS.GE .NlbLKS )NNBLKSmN1BLKS- 1
NNLPS*NMBLKS$2
TYPE 10050 V
ACCEPT l0O2OwLNTHo(F2NAM(KH)oKH~lo.LNTH)
F2NAN(QLNTH+ I ) =0

0OPEN(UN1Ts2,NANE=F2NAM1,TYPF.='NEW',
1 BUFFERCOUNT=-I ,ERR,9000)
ACCEPT l002OtLNTHP(F3NAM(KHi .KH=ItLNTH)
F3NAN(LNTH+1 )=Q

0OWEN(WNITz8PNAN4E=3NAN. TYPE:'NEW'r
I BUF F RFCOUN I-I ,E R k -y0

KBF( 2) :6400

15F.CESEC-60, *MIN

KBUF(9)iSEC

CM.L VRITEF(2plIRECqKBUFt5I2vIOS8)
CALL WPITEF(f.IRECiKBUFp512rIOSB)
7iTIE 10060

ACCEPT 10070PRSTH
CALL INT6D(149F?0)
CALL WROUT(BLANKSi20y1.2) B-24
CALL VROUT(kLAXKS,20,Ž,8)
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C----THIS LINES UP OUTPUTS WITN INflWS.
60 KLPPmIpNILPS

SCALL. BETMAT(ItSIGINPICODE)
C--- f ICODE NEGATIVE MEANS NO WOE DATA

lF(.NOT.(ICODE.GE.0))O0 TO 70
C...ý-DIFFERENCE SIGNAL FOR PRE-EMIPHASIS

SIGDIF( I)sSWIN( I)

DO 20 00X2# 148

20 CORTINLIF
CALL LTFL.T(SIGDIF,148,COEFv2OFRSDBRSPi)
CALL BLNKR(FRSDTRS0r t48pRSTN)
CALL RLTFLT(TRS~il48oCOFri2otSI8OvT)

C - S---- SIGNAL TO UNDO PRE-EMNPASIS
DO 30 JDXw2vl48
SSIGOUT(IDX)uSI6OUT(IDX)4iGOUWT(IDX-l)

30 CONTINUE
CALL WROUT(SIGOUT(21)pI28p1,2)
DO 50 10X*21P148
'8 SIGEC(IDX)'SIGIN(IDX)-SlGOUT(IDX)

50 CONTINUE
CALL WROUT(SIOSEC(21)#128i2wG)

60 CONTINUE
70 CONTINUE

"000 CONTINUE
-STOP

10010 FORMAW( INPUT FILE FOR VOICE RECONSTRUCTOR?)
10020 FORMAT(O,30A1)
10030 FORIIAT0lXtI~p' BLOCK$. NOW MANY DO YOU WANT?')
10040 FORMAT(I8)
10050 FO RMAT(W WHAT TWO OUIPUT FILES?')
10060 FORMAW( NUI.T OF STD DEV FOR RESID THRESH?(USE W))
10070 FORMAT(F12,5)

END _____________

SUBROUTINE GETDAT(LUNpRDATvICODE)
C-__BY BOB DICK~ 1 MAY 80,
C---READS OVERLAPPING DATA BLOCKS.

C 18 1 INPUT BUFFER, POINTER KID
C---DOU1 IS DATA BUFFERi POINTER KDD
C---RDAt IS DATA RETURNED
C ----- NSIZtNISZ IS DATA SIZE PER CALL
C-NVL-WPPMVLP IS DATA OVERLAP BET4EEN CALLS
C---INTGD IS ENTRY TO INITIALIZE AND SET
C---------- SIZE AND OVERLAP.

DIMENSION IBUV(256.),DBUF(1024)PRDAT(1024)PJOMB('()
BYTE ERRBYT
EQUIVALENCE (ERRBYTPIOSB)
INTEOERW KRFC

* NIRSTzKDB4I
DO 30 KDBuNFIRSTIISIZ

IF(,N0T*(KID.EQO))6O TO 10
C C----- -----EWE NEED MIORE DATA

KRECzKRECf1
CALL READF(LUNpKRECpIBUFy512.IOSB)
KIB:-!
IF(ERRBYTdiý, ,0)KIB21

to CONTIU" B-25
IF(*NOTadKIB,6T.0))6O TO 20
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C ------HERE THERE IS NO END OF FYLE

30 CONTINUE
IF(,NOT,(KID.GE.O)flLO TO /0

C -----HERE NO EOF
DO 40 KRDalMSILtRDAT(KRD):DBUFC(KRD)

40 CONTINUE
IF(.NOT.(MVLP.(lT.0))OO (0 60

-4--EETHERE IS OVERLAP
C--itI DO %0 KDB-IPMVI.P

itDDUFKDB)DkDUfIKDB+MSIZ-MYL.P)
5 )(CONTINUE
60 CONTINUE

K0DBflYLP
'70ONTINUE

ICODEaK1B
IF(ICODE,GT.0)ICODtFC

<- RETURN
ENTRY INTGD(NSIZ;NVtP)

C- INTIALENTRY

IF(I.LE.NSIZ.AND,NSJL.t E,1024)MS17bNSIZ
NVLP20
IF(OLE.NVLP,AND,NVI.PL.THS12!)MYLe-NVI.P

C----SKIP HEADER BLOCK
KREC'1

KDDOX
4-RETURN

SUBROUTINE LTFLT(SIGLENCOEFNORDERFRlSI'PRkSP)
C- D--Y BOB DICK 1 NAY 80. I.AST UPDATE 2 MAY 80
C---NEW MORE GENERAL VERSION OF ADFL.TI
C --- SI IS INPUT WAVEFORM LENGTH LEN
C------COEF WILL BE LATTICE FILTER COEFSu NORDER OF THEN
C-----FRSD WILL BE FORWARD RLSIDUAL
C -----D RSD WILL BE BACKWARD RESIDUAL (lIRSI NORDER ZEROED)
C- ----DOES NOT iTSELF DIFFERENCE SIGNAL !:UR FRE-ENEHASIS

DIMENSION SIG(1024)oCOEF(32)tFRSD( 1024)tBRS(I( 104)
-IFU*NOT.(1.LE.NURDER.AND.NORDER.LE.32fl60 10 9"0 A80i

IF(,.NOT,.(NORDERtILE. LEN ANO.LiEN.LE 1024))C'O TO09000 *ABORT
FRSD(1)CSIG( 1)
BRSD(1,:0,
f10 IDX:2,LENfFRSD(lDX)sSJG( lOX)

BRSD( DX)xSJG( LOX-I)
10 CONTINUE
IN) 40 ITER=1;NORDER

SF5O04,

DOTPRm0,
DO 20 JDXcITERt1,LiN

SFSO:SFSO+FRSO(IDX)SFRSD(IDX) B- 26 I
SBS0'SDSQtDRSD( IDX)DBRSD( IDX)



PAME 4 UCMSP*FTN I

t OTPRaDOTPR+FRSD( IDX)$BkSD( IDX)
20 CONTINUE

IF(ENIONI.E.FSA ENSBSG

COEF(I IER)a-2,*DOTPR/DENOII
OROLD20,
DO) 3') IDXzITER+IPLENtý BRTIIPsCOEF(ITER)SFRSD( JDX)f*8SD( IDX)

FRSD(IDX)zFRSD)( IX)+COEF( ITER)IBRSD( IDX)
BRSD( IDX) mBROLL
BROLD=BRTIM?

30 CONTINUE
40 CONTINUE

9000 CONTINUE ( -ABORT
4- RETURN

-END
SUBROUTINE BLKR(DAT1NtDATOLITPLEMPTHRES)

c--- By Bob DICK I MAY 80
C-. ---DATOUjTaDATIN WITH SMALL VALULS ZEROED.
C---VALUE IS SMALL IF WITHIN 3Tb DFV$THkES OF ZERO
C---DATIN CAN ALSO BE DATOUT,

DIMENSION DATIN(l024)vIlATOUTi 1024)
-* F(.NOT.aI.LELEN.AND,L.EN.LE..10'24))OU TO 900 PAOR

DO 10 IDXz1,LEN
, SUNSQ:SUMSG+DATIN( IDX)SDATItd(Ir~X)

to CONTINUE
STDV*SGRT (SUMSO/LEN)
CUTFcTHRES$STDV

v DO 20 IDX=Iit.ENtRESU(-Tz0.
IF(DATIN(IDX) ,LE.-CUTF)RESULT:DATIN(IDX)
IF(CIJTF.LE.DATIN( IDY))RESUL4T=DAIINk IDX)
DATOUT(IOX )xRESULJ

20 COKN~IUE
9000 CONT I N UE*- ABORTr
4-- RETUk4

_________END ____________________________

SUA'OUTINE RLTFLT(DATiLENPCOEFPNORDERPRES)
C---BY BOB DICK I MAY 80
C----DOES RECIPROCAL OF LATIICE FILTERING
C----DAT IS INPUT (APPROX OF LATTICE FORWARD RESIDUAL)
C---LEN IS LENGTH OF INPUT AND OUTPUT
C-----COEF IS VECTOR OF LATTICE FILTER C:OEFFICIENTS
C----NORDER IS NUMIBER OF FILTER COEFFICIENTS

C-----RES IS OUTPUT
C---P*SD IS REPRODUCTION OF VECTOR OF BACKWARD RESIDUALS
C--- DOES NOT S)111M OUTPUT TO UNDO PREE-EMPHASIS

DIMENSION L41T(J024)t(:OEF(32)tRES(1024)tBRSD(33)
---*IF(.NOT.(I.LE.ORWDER.AND,NORDER.LE.32))GO TO 90 - j 0'

IF(.NOTa(NOfiDR+1,LELEN.AND,LEN,LE.1024))0O TO 9000-* pA BO~r
30 9DATv1,LEN
FNExMT(XDAT)
lF(.NOY.(Kbmt.OF..2))GO TO 20

HSTG&IKDAT- I
M FNSTE.5T ,NORMER)NSTS-NORDER
D0 10 JSTBalhNSTG B-27

KST~xa#STG41-JSTG

.1 .. ...
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DRSD(KST641 ):COU(KST6)*FPRE+DRSD(KST6)
FNEXz-FPRE

10 CONTINUE
20 CONTINUE-

RES(KDAT)zFHEX
bRSD 1 ,4NEX

30 CONTINUE
9W. CONTINVE4 ABORT

*RETURN

SUBROUTINE VROUT(flATYNMPICNANLUN)
C---BY 808 DICK 29 MtAf 80. LAST UPDATE 30 MAY 80.
C ----WKTICJW*WL OUTPUT BUFFERER AND WRITER
C---DAT IS OUTPUT DATA
C----NUM IS NUMBRER OF POINTS
C---CJIAW TELLS WHICH OF 4 CHANNELS
C---LUN IS OUTPUT LOGICAL UNIT NUIIBFF
C---INURT IS RE-4NITIALIZAT ION ENTRY

INTEGER84 JOSBYKREC(4,)
uIIIENSION VAT(768)fIRUF10O24q4npKBUF(4)
DATA X8UFpKREC/490,4t2/

-IF(.NOT.(1,LE.NUtIAND.NUIILE.1024),GO TO 9000O am---- ABOP..
IF(,NOT -(l,LE.ICHAN,ANDICHAH.LE,4)GO TO 9000-* A g&T I
IJUFxKBUFQ CHAN)
DO 10 KDATz1,NUM

LBUF=LBUF+1
IBUF (LBtF r ICOAN) =PAT(KMAT)

10 CONTINUE
20 CONTINUE

IF(.NOT.WLBUF.GE.256))GO TO 40
ftCALL WRITEF(LWN,KREC(ICHANiuIBUF(lICHAN),S12,IOSB)
IKREC( ICNAN)=KREC(ICHAN)+l
DO 30 IDX=1,76a

t7 IMUF(IDX, ICHAN):JBUF(IDX+256r ICHAM)
30 CONTINUE
i XF=LBUF UF-256

60 TO 220
40 CONTINUE

KUf (I CHAN) zt.WU
M QCO0NTINUE~ ABORTI
4-RETURN

ENTRY INWRT(ICHAN)
-30,IF(. NOT.(l,LE. ICHAN AND. ICHAN.I.E, 4))GO TO 9100 30 A 13RT 2

KBUF( ICHAN) =0
KREC( ICHAN)=2

9100 CONIum *------ABORTZ
I-RETURCN

END

B-28
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C-NISTUNED 51 MIN, LAST UPDATE 6 OCT 00!
C----IEITTEN 21 W 80
C---DATA ARAYS:
C--PK.RPDDLI: IK0DLE SAMLtE RATE REAL. INN PARTS
C-----ffftFIM: FUTURE DATA REALt IMB PARTS
C---flinFMI: LOVPASS FILrER MEMORIES FOR REALo IVA6 DATA
C---FMO:' LOWASS FILTER MEMORY FOR OUTPUT DATA
C-FRES: HILBERT FILTER FUTURE RESULT (TRAILER)I c----IN,: Im~UT-ouTPtJT BUFFER
C----MREP(LJM: OLD DATA REM., ItM8 PARTS
C ----- PREs: HILBERT FILTER PREVIOUS RESULT (LEADER)I C-----REO: (REAL) OUTPUT DATA

BYTE 6NAME(30)tFNAME(30)
INTEGER34 IRECtIOSboIB(9)
DIMENSION I8JF(256)pFRE(256)pFIM(256)
DIMENSION PRES(15)PRES(256)rFRES(15)
DIMENSION OLRE(256)rOLIN(256)vREO(256)
DIMENSION rMR(6),FMI(6),FMO(6),DBLR(512),Dm..I(512)
EQUIVALENCE (IBPIBWi)
DATA FREFIMFRESI256$t0. .256*0.15*O./
DATA FhR9FMIpFIUI/6t0,p6t0.t6$0./

C---GET DATA FILE NW(
TYP 10000
ACCEPT 1001OLN7H9(FKWM(Kil)vKW-lpLNTH)
FNM((LNTH+1) -0

C----"PE WAVEFORM FILEP READ SIZE,
OPEN(UlHT=2,NME=FNa~iETYPE='OLD't

2 BUFERCOUINT=-1,ERR=9000.READONI.Y)
IREC:1
CALL READF(2plRfCIJiJFp512yIOSB)
NMELKS=IB( 9)
TYPE 10013,NHBLK

C-----6ET NUMBER OF BL.OCK(S TO PROCESS.
ACCEPT 10017PNBKK
IF(.NOT,(NDLKd3E.1))GO TO 90 BA
IF(,NOT,(dLIX*LENMBLKS))6O TO "00 - >0A8C r.

k's C-----6ET MISTUNING TO SIMULTE.
TYPE 10020
ACCEPT 10030.FFSF
ONEGA=3, 1415?26548FGSF/6400,

C-----".E OUTPUT FILEP IWITF HEADM,
TYPE 10040
ACCEPT 10010rLXTHv(6NAME(KNI),Hz~uLNTH)
6lWN(LNTN+1)-0O
OPEM(UNITz14NAME=GNMlErTYPE='KEU',r

2 BUIFFERCOUNTz-1 ,ERR=9M0)
DO10 JPX:1,256

IBUF(IDX)0O
10 CORfTIfUE

IRJF(2)=6400
SECNBLK/?5,
mIN4ILX/1500

IXF(9)zSEC-60,$INI
18(9)xNBLK B- 29
CALL. WRITEF(1,IREC9IBUFi512tIOSl)
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TWPIx243.1415926.54
C---tLOW NIM3LOF-LOCKSt TIMES.

LAST=NLkf2
DO J50 JkKz2,LAST

C-- ýIF(NOT LAST TllE)GET DATA. ELSE USE ZEROES.
IF(*NOT.(JBLK.LT.LAST))60 10 30

C- +NEREMORE DATA. USE IT.
I IREC=JBLA

If CALL READF(2pIRECiI~fti5l2yIOS8)
6010O50

30 CONTINUE
C-- -HERE NO MWR DATA. USE ZEROFS.

DO 40 IDX=1,256
II4f (IDX)=0

40 )(CONTINUE
50 CONTINUE

C-- ---W THE DATA (DLD:=FUTURE; FUTUiRE:=MEW)
DO060 IDXI.256
O LRf(IDX)=FREUIDXi'

IOLIN (LOX) :FIMID(lX)
Fki(IDX):IRUF(10X)
FINE IDX,:O,

60 CONTINUE
C--- -SAVE PREVIOUS HILBFRT FILTERIOG TRAILER.

D0 70 IDX:1,15
t F1N(IDX)=-FRES(IFX)

70 CONTINUE
C----DO HILB'ERT FILTERING.

CALL H1LYCFRE,PRESiRESPFRES)
DO 80 IDX=1.256
f FIM(IDX)=F~IM(IDX)-KESdIDX)

80 CONTINU
C~-l----UPDATE PREDICTION (HIDERT FILTER196 LEADER.

D90IDXXPI.5
IfOLIN(IDX+2141):OLIM(IDX+241 )-FPRES(IIX)

90 CONTINUE
C- --- 00 TWO INPUTS W.EORE FIRST OlUTPUT.
C----- IW(IRST TIME THRU)SKIP OUTPUJT.

IF(.NOT.(.'&LK.GT*2))G0 TO 140
C--- - OT FIRST BLOCIX. PRODUCE OUTPUT.

SSAMPLING RATE BY INTERPOLATING ZEROES.IDBLR(IDXl2)z0.O
DktI(IbXS2-J )=0LIMII(IX)

100 CONTINUE
C_ -SMOOTH VIA LQWPASS FILTER,

CMALL Ll#'(FARoDBLR)
CALL. LWPS(FMIPDBLI)

C--- -- ---MJLTIPLY BY CLNWLEX EXPONENTIAL, KEEP REAL. PART.
00 110 IDXZ,1512IAN6lE:i=WLE+OIIEGA

IF(AN6LE.GT. WI;~ AWULEAH6LE-TWPI
IF(MLE.LT.-TYPI)ANGLE=AN&E+TVPI
DILR(IDX) =DDR(IIJX)$CBS (ANGLE) -

OK.I(IDW)SIN(ANGLE)
110 CONTINUE

B- 30
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C--------O-WPA TO PREVENT ALIASIN6.
CALL LMPS(FNiDKWR)

C- . --IMLVE THE SAMPLING RATE.
DO 120 IDX-:1?256
' REO(IOX)-DBLR(IDX92)

120 CONTINUE
C--....-- ITE RESULT.

DO 130 IDX=IP256
- 41--"IULT BY 2 TO CWI)ENSATE FOR ATTEN

I IlF(IDX)=2.o EO(IDX)
130 CONTINUE

IREC=JKK-I
CALL WRITEF(1IRECvIUFt 512pIOSB)

140 CONTINUE
150 CONTINUE

CLOSE(UNIT=2)CLOSE(UNIT(I)

TYPE 10050
"9000 CONTINtJE K A iKT
<- STOP

10000 FORTIA(' FILE NAME FOR SSB SIMULATIW•')
10010 FOR4T(O,30A1)
10013 FORMAT(' HMA•',I89' BLOCKS. HOW MANY DO YOU WANT?')
10017 FORJ'AT(18)
10020 FORMAT(' FREOUENCY SHIFT OF hISTUNING?(HZ)')
10030 FORMAT(F8.0)
10040 FORMAT(' FILE NAME FOR OUTPUT?')
10050 FORMAT(' FILE WRITTEN.')

END

B-31
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C----WTMERG BY 0OB DICK 11 MAR 80, UPDATED 15 APR 80,
C----DOES WEIGHTED MERGE OF TWO FILES,

BYTE FlNAII(30)tF2 W (3O)PF3 MAM(30)
DIMNESION IlUF(256).JJtJF(256)pKJUF(256)
INTEGER$4 IRECrI0S~pIDBF(9)pJDV(9)pKDV(9)
EQUIVALENCE (IDlFpIBUF)v(JDDpJFJtf)v(KDIVvKBUF)
DATA Fl NADI/30$0/F2NAII/3080/F3NAI/30*O/
DATA K(UT/115610/

-- 9lTYPE 10010
ACCEPT 10020tF1NAM
F1NA1M(3O)0

0OF'EN(UNIT=l ,NANE=F1NAMPTYP~a'fLD'r
I UFFERCOUNT=-1,ERRz9WOpREAfWtY)

ACCEPT 10020iF2HA?1
F2NAM( 3O)=

0I3PENý'UN1T:2,NANEzF2NAflTYPEx'OLD' p
I UFfERCOUNT=-1 ,ERRc9000pREABOM.Y)

IRFC: 1
CALL REAtiF(lyIRECpIPJFv512tIOSB)
CALL. READF(2ptRECpJ8IJFp512pIOSB)

N.'AL~cSJDEBF(9)

NSA'LKS=N1EBLKS
IF (NSELKS. GTN2BLKS)HSBLKS--N2l-S
TYPE 10030,NSBLKS
ACCEPT 10040rNOBLKSA
IF(NO8LIKS.LE ,0)NOBLKS=NSBLKS
IF(NCBLKS. GI ,SBLKS)NOBLKSxNSBLKS

RPIS2:0.
DO 20 IBLK:1,NOBLKS

IREC=IBLK+1
CALL READF(1,IRECyI8UFv512pIOSB)
CALL READF(2?IRECtJBIJ P512PIOSB)

BSUNI:0,
BSUlI2=0,
DO 1,, IDX1IF256¶X11BUF'(IDX)

X=JBUF ( lX)

BStfM2=BSUM2+X$X
10 CONTINUE

RMISI:R?1S+BSUN1/?56.
RMiS2=RMS2f9SUM2/2%i.o

20 CONTINUE
RNS1:S0RT (RIISl/NOBLKS)
FhS2zS0RT( RMS2INOBLKS)
lPh:2,L~ýLOG(RNS2/RNS1)ALO6(10.)
TYPE 10050tRASIoRh2,032
TYPE 10060
ACCEPT 10070,6NDB
TYPE 10080
ACCCPT 10020.F3NAM
F 3NAh( 30 )=0
IF(.NOT.(F3 RAN (1).NE.' '))60 TO ,000 -30 ABORT

0OPEN(UN1Ta4,NAIzV3WANTYPEz'NEW'p
I ?UFFERC(W(T:-1,ERRavOO) B-32
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KXBF(2)a6400
SFCuNDKiS/2i.o
DM1NNSOBLKS/1500
ISEC&SEC-60 * NIN
K8UF8)aIIN

KDBF(9)v0OkKSj
IREC=l
CALL WRlTEF(BplRECrKbUtJF512tIQOS)
SAINc10,88(GD8/20.)
FCUR1:1 /(ItGAIN)
FCTR2=4AIN$FCTRI
DO 40 IOLKs1,NOBLKS
A IREC-IOLK+1

r CALL READV(1,IRECuINU P5121lOSS)
CALL READV(2vIRECoJlUFt512vIOSB)
DO30 II)XV102564'OKBIIF(IDX)zFCTRI*INJf(IDX)+FCTR2*JYtF(IDX)

30 CONTINUE
CALL WRlTEF(BplRECtKIUFt512pI0Sl)

40 CONTINUE
TYPE 10090PHOBLKS

9000 CONTINUE A ASORT
4- STOP

10010 FORMAT(' TWO FILES FOR WEIGHTED MERGEV)
10020 FORMAT(30A1)
10030 FORPIAT(' HAVE',18i' BLOCKS, NOW MIANY TO MERCE?')
10040 FORMAT(18)
10050 FORMAT(' RMS'P21F10,2i's 2ND/IST:',F10,2p' DO#.')
10060 FORI'AT( WHAT DO GAIN FOR 2ND FILE?')
10070 FORflAT(FIO.2)'
10080 FORMAT(' WHAT OUTPUT FiLEV)
10090 FORhAT( HEADER AND'IS,' DATA BLOCKS URITTEN.')

END
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C----VTI~SU IT SO SICK
C -----fO m T mm 29 meS go
C- ---ICES WIIETE ICES O TWO FILES AN AM SAIJSIAN NOISE.

BYTE F1NM(30) 'F2IMN(30) 'F3IMN(30)
DIINSJIN IRJF(256)r,.UW(256),jfW(25J)
INTESER4 IRECIIOSBIDSF(9VJSWrcygcug(q)
EAWIMALENEE (IDIFuIMVF)#(3VJmr)jC~KJMF)
DAA FlMMV3O*O/F2iMnJ3nSo/rumlAr3/
DATA XKBF/256*0/

-*30 TYPE 10010
ACCEPT 10O204IF1M
FINMW(30) =0

0OOPE(UNIT:1 PNAE*IW, TYPE= 'WJ',
IBIJFFERVOIJNT:-l ,ERR=900,READM~yj

ACCEPT 10020,F2HA1
F2WAN (30) =0

00PEN(UNIT:2,NWlfF2N~nTYPEaOae,
I BtFERCOIJT:-1I 'ERR=YOOvIRABIY)

IRECfl
CALL READF(1,IRECpzIw,~512,IOSa)
CALL RWAO(21IRECPJKr#512pIosB)
NIBLKS-IDBF(9)
H28LKS:JDDV(9
NSM KSfNl$RUS
I F (NS8BLKS.56T. M28LxS) #NXsftsEUjS

TYPE 10030iNSDLKSF
ACCEPT 10040PNOILKS
IF (NOBKXS.LE.,0) NOILKS.*SIES
I F(NOkLKS.6GT.NOKxS) WoK~S46BSa
RMSIO.,
RM32=0.
4'DO 210 IktK=1,NORLKS

V4 IREC=IBLK*1
ICALL READFU1IRECaBUF512,Ios)

CALL REAMA2pIRECJ3IF,512,I0S8)

DO 10 IDX=1.256
4 XrIMJFC lX)
I St~mlI4SUltxsx
X=JI,(1DX)

10 r.ONTINAE
RMSI :RNSI4BSWI/256,
RMS2:RS2t3S12,256,

20 COUTINUE
RMSJ =SORT (RDSI1/NOILKS)
RflS2--SOT(RM2/NOlLKS)
DB?:20O.lLaG(Rt152/RM1I)ALoec10,)
TYPE 10050.RNS1,R91S2412

ACCEPT 10070,cnnh
TYPE 10075
ACCEPT 10070rPM
TYPE 10080
ACCEPT 10020,F31W1
F3NMH3O)z0
IF(.NOT. (F3NM11).,'E ))Go To 9 'O00-* A& RT
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C----Uw"6 ly in 11(IA 

VM FTK

C-----feCO WTHER6 29 AIS 8
C-- LDSWE16MM WKU OF TVO FILES AW AMK DASMIM NOIS.

SMFINA(30) FF2MN(304) F3dM(30)
DIMENSION 1MJF(256)vj(f(?,6)tKW(256)
IHTESWR4 IkECrIOSldOV(if)pJSI(9)pKlV-F,)
EAUIUM.ENCE (IBJF.IlIW)p(JAgFUF),(KDMFKu1)
DATA FrnNI/3080/F2NAMV30$o/F3NAM30*o/
DATA KDW1F256*0I

-TfPE 10010
ACCEPT 10020PFINAII

0OCfN(LWIT=lItNfM=FINAMTYPE:I'..j
IBUFFERCOUNT=-t p1E9Q00,M'3flY)

ACCEPT 1002OPF2NMI
F2NI( 30 )0

I KFFERCOUlNT=-1 'ERR-9Wt0REAIIWLY)
IREC1l
CALL REAt*(lIRECIBIF,512tI0Sl)
CALL kEADF(2,IRECJMKF,312rzOSJ)
N1PLKS--IDBF(9)
N2'LS=JDBF(9)
HS~t KS=N1 NJ(S
IF(NSBLKS.6T N21.KS)NSNJ(S-HW21u(S
TYPE t0030PNSDLKS
ACCEPT 10040tNORKJS
IF(NOBLXS.LE.0)NOlLKS4SuLKS
IF(HOBLKS .8T.NSNJKS)NOIKSmNSDLKS
RNfSI=0.
RtIS2=0.

210 IKK=t.KNORtLKS
IREC=IBkK.1
CALL READF(1,I'RECIDIJFi512,IOSB)
CALL READF(2iI~ECpJlUV,512,IOSB)

M~2=0,
DO 10 IDX=1,256

IX:JBUF(IDX)
IBcAVQ=PR*QN+X*X

10 CONTINUE
RftS1:RMISl+Mlj/256,
RttS2=JtS2+lSM2/256,J

20 CONTINUE
RMI1$1:SWT(RMs1/NOD1KS)
RMSf2-SQRT (RNS/NOKLKS)
DIB:20. SLOG (RMS2/RNS1)ADG (10.,
TYPE 10050PRAS1,RMS?,D8M
TYPE 10060
ACCEPT 10070P6#90
TYPE '0075

ACCEkaT 10070PDMS

TYPE 10080I
F3WM(30)zO
lF(.NOT,(F3W(1)*NE,' '))GO TO "00 - "oABORT
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C1WEN(UNIfT:8,NAIIF31MNIYPE:'Nt',p
I 3UFFERCOLWT:-v-1 ER9MO)

KIF (2) =400
SECNOBLKSO/25.
HINZNOM KS/1500
ISEC=SEC-60.*JIIN

K~kIF(9):ISFC
KDFF(9)=NORKS
IRECzI
CALL 4RITEF(8plRECrK9UFp512plOSB)
RhISN=RhS1S10.t$(DBNS/2(,,)
OAIN:10,S*(GND20,.,
FCTRI=1./(2,+GAIN)
FCTR2=4iAINSFCTRI
ISEEDI=123
ISEED2=456
DO 40 IBLK=1,NOBLKS

IREC=IBLtK+1
CALL READF(1,IRECvIBUF,512tlOSB)
CALL READF(2yIRECtJ3UF#5l2#IOSB)
DO 30 IDX=1,256

GSHS:0,
DO 215 KGS=1,12
t GSNS=GSNS+RMf(ISEED1,ISEED2)

25 CONTINUE
GSNHSRhSN* ( CSS-6.)
IF(GSNS.GT*321000. )ISNS=32000.
IF(GSNS,LT.-32000. )6SNS=-32000,
K8UJF(IDX)4FCTRII(IBF( IDX)+GSN)+FCTR2UMJUF(IDX)

30 CONTINUE
CALL WRITEF(8vIREC(t1JF,~512rIOSB)

40 CONINUE
TYPF 1OO90PNOBLI(S

9000O CONTINUE-< ABORT
4-STOP

10010 FORtIAWT( VO FILES FOR WE16HTDI MEMG WITH NOISE?')
10020 FORMAT(30A1)
10030 FORMAT(' HAVE',i8y' BLOCKS. HOW MANY TO MERGE?')
10040 FORMAT(18)
10050 FORMAT(' RNS'yF10.2p'. 2ND/IST:'tFIo#2p' DB,')
10060 FORMIAT(' WHAT DR GAIN FOR, 2ND FILE?')
10070 FORflAT(F10.2)
10075 FORMAW( "HT DR GAUSS NOIM VS 1ST FILE?(USE .'

10080 FORMAT( WHAT OUJTPUJT FILE?')

10090 FORMAT(' HEADER AND',18v' DATA BLOCKS ..*RITTEN.')

END
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